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Study on a Fully Electrified Car Ferry Design Powered by Removable Battery Systems Considering Domestic Coastal Environment
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ABSTRACT: As increasing the international community’s awareness of greenhouse gas reduction, the demand for eco-friendly ship fuel has accelerated recently. The fundamental aim of this study is to develop a new type of fully electrified ferry for passengers and cars considering Korean domestic coastal environmental conditions. Several technical difficulties are encountered in applying a fully electric propulsion system based on removable battery systems into a ship due to limitations imposed by the batteries’ size and capacity. This paper reviews and analyzes marine environment regulations strengthened recently, technology trends related to fully electric propulsion vessels in each country, and Korean domestic coastal environments. We propose a new fully electrified car ferry design with a displacement of 400 t applied in Korea. It is powered by removable battery systems pre-charged in a safe inland charging station. The mobile battery system is developed to enable roll-on and roll-off using wheels. The characteristics of the ship motion are analyzed based on the weight and location of the battery systems. We expect our battery systems to be applicable to larger ships in the future.

1. Introduction

The temperature on Earth has been increased by 0.74 °C due to human activities over the past century. When the body temperature rises by 1 or 2 °C, a human feels the strangeness of health. Likewise, Earth temperature changes have resulted in various environmental abnormal phenomena, such as sea ice melting and desertification. Furthermore, temperature changes caused by global warming are causing extreme weather events, such as heat waves, large hurricanes, droughts, typhoons, heavy rains, and heavy snow in areas inhabited by humans. The main cause of global warming is carbon dioxide. Carbon dioxide is primarily emitted from fossil fuels used by humans. It is accumulated in the atmosphere and causes the greenhouse effect, thereby negatively affecting living organisms and humans' survival. The international community has recognized this problem, and members of the United Nations (UN) have agreed to the obligation of greenhouse gas (GHG) reduction at the 21st General Assembly of the Parties to the UN Framework Convention on Climate Change held in Paris in 2015. This UN obligation of GHG has been applied to all 195 UN member countries from January 2021. The convention presents the long-term goal of maintaining the global average temperature increase below 2 °C.

Among anthropogenic GHG emissions, the shipping sector's contribution increased from 800 million tons in 2012 to 1 billion tons in 2018, constituting approximately 3% of the total global emissions. Hence, GHGs generated from the shipping industry must be reduced urgently. In April 2018, the International Maritime Organization (IMO) announced an early strategy to reduce GHG emissions from ships by 50% compared with those emitted in 2008 and has continuously expressed the importance of reducing GHG emissions (Kim et al., 2018). To reduce GHGs in the shipping industry, the existing ships must be transformed into eco-friendly systems. To comply with environmental regulations, the global shipping industry changes ship fuels from heavy fuel oil (HFO) to liquefied natural gas (LNG) or marine diesel oil. And the additional emission reduction systems such as scrubber systems for SOx reduction and selective catalytic reduction systems for NOx reduction are installed on the ships (Lee, 2018). However, the solutions for GHG reduction in the shipping sector are still insufficient to achieve the IMO's GHG reduction goal. One of the well-known practical alternative solutions...
for implementing the GHG reduction strategy during ships' operation is operating them at low speed, i.e., less than 50% of the specified ship speed, resulting in undesirable repercussions to the shipping industry. Hence, various alternative fuels applicable to ships must be developed. The stable fuel-supplying to automobiles and industrial machines in one country is not a big issue. However, owing to the nature of the shipping industry, which requires fuels worldwide, the fuel-supplying stability is critical for the development of alternative fuels for the shipping industry.

Electric energy with battery systems is strongly attracting attention as an alternative eco-friendly fuel for shipping. Electric energy guarantees fuel-supplying stability because it is produced in every country. And zero-emission is realized in the operation of the ships with electrical propulsion systems. However, it is difficult to apply the battery system to large ocean-crossing vessels due to the energy density problems concerning volume, weight, and cost. Hence, it would be desirable to promote battery usage as ship fuel by securing related technology development through their application to relatively small vessels operating near the seashore. Recently, performance evaluation techniques for electric propulsion systems have been investigated as an element technology for eco-friendly ships to reduce air pollutant emissions (Joung et al., 2013). Furthermore, a prototype of a 20 HP-class outboard electric motor drive system was developed, and its performance was evaluated (Moon et al., 2018). However, electric propulsion vessels using the battery system as the main power source have not been investigated.

In this study, recent technology issues relating to the fully electric propulsion system are investigated by analyzing technology development and research projects in major countries for realizing IMO's GHG reduction strategies. And also, the developing status of fully electrified vessels over the world is analyzed. In addition, vessel types applicable to the current technology level of fully electric propulsion vessels that do not emit GHGs during the operation are analyzed. Based on the analysis results, a conceptual design of a fully electrified ferry for passengers and cars powered by removable power supply systems that is suitable for coastal environments with significant tidal differences and frequent typhoons such as Korea.

2. IMO’s Initial Strategy for Reducing GHG Emissions and Characteristics of Alternative Fuels

2.1 IMO’s Initial Strategy for Reducing GHG Emissions

South Korea’s GHG emission in the shipping sector was approximately 800 million tons in 2012, greater than those of Germany, which ranked the sixth in the world. Therefore, efforts to reduce GHG emissions in the shipping sector are essential (Kim et al., 2018). The Marine Environment Protection Committee of the IMO adopted an initial strategy to implement GHG reduction in the shipping sector in the committee's 72nd session. The strategy's vision was to commit to reducing GHG emissions from international shipping and phase them the soonest possible.

To achieve the initial strategy goal, the IMO derived short-term, mid-term, and long-term measures to reduce GHG emissions in ships, as shown in Table 1. After reviewing (1) the geographic access and connectivity to key markets, (2) value and type of cargo, (3) dependence on transport, (4) transport costs, (5) food security, (6) short-term

<table>
<thead>
<tr>
<th>Period</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short-term</td>
<td>- Additional improvements of energy efficiency systems focused on EEDI and SEEMP</td>
</tr>
<tr>
<td></td>
<td>- Development of technical and operational measures based on a three-step approach with indexes for performance measurement and improvement of ship energy efficiency for new and existing ships</td>
</tr>
<tr>
<td></td>
<td>- Program establishment for improvement of an existing ship</td>
</tr>
<tr>
<td></td>
<td>- Review of speed optimization considering operational safety, market distortion, and maritime transport capacity</td>
</tr>
<tr>
<td></td>
<td>- Strengthen measures for treatment of methane and volatile organic compounds (VOCs)</td>
</tr>
<tr>
<td></td>
<td>- Development of policies and strategies for reduction of greenhouse gas emissions from international transport in accordance to IMO guidelines</td>
</tr>
<tr>
<td>Mid-term</td>
<td>- Continuous technical cooperation with ITPC activities</td>
</tr>
<tr>
<td></td>
<td>- Port developments for the power supply to onshore/offshore regions and ships through renewable energy, infrastructure for low or zero carbon emission fuel supplies, and the optimization of logistics networks and plans</td>
</tr>
<tr>
<td></td>
<td>- Establishment of the International Maritime Research and Development Board (IMRB) to improve ship propulsion, alternative low or zero carbon emission fuel, and ship energy efficiency and to supervise R&amp;D support</td>
</tr>
<tr>
<td></td>
<td>- Incentive payments for developing and adopting new technologies</td>
</tr>
<tr>
<td></td>
<td>- Guideline development of greenhouse gas/carbon intensity for all fuel types</td>
</tr>
<tr>
<td></td>
<td>- Promotion of emission reduction efforts according to IMO-level to the international community</td>
</tr>
<tr>
<td></td>
<td>- Investigation of additional GHG Study and policy establishment regarding regulations for zero carbon emission fuel</td>
</tr>
<tr>
<td>Long-term</td>
<td>- Program development for ensuring alternative low carbon and zero emission fuel</td>
</tr>
<tr>
<td></td>
<td>- Operational energy efficiency measures based on a three-step approach with indexes for new and existing ships</td>
</tr>
<tr>
<td></td>
<td>- Emission reduction measures considering market-based measures (MBMs)</td>
</tr>
<tr>
<td></td>
<td>- Continuous promotion of technical cooperation (e.g. ITPC) and capacity enhancement activities</td>
</tr>
<tr>
<td></td>
<td>- Development of feedback measures for information exchange on best cases</td>
</tr>
<tr>
<td></td>
<td>- Development of technologies for low carbon emission or decarbonation in the maritime transport sector</td>
</tr>
<tr>
<td></td>
<td>- Promotion and utilization of new and innovative emission reduction measures</td>
</tr>
</tbody>
</table>
disaster response, (7) cost-effectiveness, and (8) socio-economic progress and development, the IMO urged every member country to analyze the effects and seek solutions if adverse effects to short-term approaches are identified.

If the ship fuel consumption can be reduced, then GHG emissions can be reduced. Shipping is a logistics industry that constitutes more than 90% of global cargo, and the amount of delivery and adherence to a set delivery time are key factors of the industry. Although the reduction in ship fuel consumption reduces GHGs, the economic logic of the industry is violated. Therefore, instead of reducing fuel consumption, alternative fuels should be developed. In the next section, we analyze the characteristics of alternative fuels for vessels.

2.2 Characteristics of Alternative Fuels

HFO has been used as a fuel for existing ships. The necessity for eco-friendly alternative fuels in vessels has recently increased due to efforts from the international community. In this study, the advantages and disadvantages of eco-friendly alternative fuels such as LNG, which is widely used in the shipping industry, bio-fuel, ammonia, and battery, were analyzed. The results are summarized in Table 2. Fuel for vessels must be eco-friendly; additionally, fuel supply, space utilization, and shipbuilding cost should be considered. Among the alternative fuels analyzed in this study, LNG garners attention as an eco-friendly fuel because it can be supplied stably, has infrastructures by continuous investments, and does not emit sulfides. However, LNG must be used strategically because its GHG reduction level is only 20%. Hydrogen and ammonia are carbon-free fuels that can satisfy the IMO's GHG reduction strategy. Hydrogen technology development is in the early stage. It is necessary to pre-emptively develop applied technologies, such as liquid hydrogen storage below absolute temperature and high-pressure gas utilization. Furthermore, ammonia offers advantages of low production cost, zero carbon dioxide emission, and relatively low barrier to entry of liquefaction technology; however, its popularity as ship fuel depends on the corrosiveness resolution and toxicity problems.

Regarding the power source of vessels, conversion to an electric system is garnering attention in consideration of the scalability of operation efficiency and the use of eco-friendly alternative fuels. In particular, the battery is considered as the eco-friendliest fuel, with zero emissions in principle. However, due to the limitations of the current battery technology, the development of punctual short-distance vessels must be prioritized based on the constraint of vessel displacement and the resulting weight restriction. Technologies that accommodate large sizes should be developed after proving the effects.

3. Technology Development Trends

Many countries worldwide are developing various technologies and supporting policies to achieve GHG reduction goals via conversion to eco-friendly vessels. The policies and technology developments of various countries are summarized in Table 3.

The European Union is promoting “sea transportation strategies” to prepare for an eco-friendly competition from the shipping industry, including a reduction in GHG emissions, use of eco-friendly port facilities, and flagship projects for hydrogen ship development. Germany is developing new technologies under the “Maritime Agenda 2025” policy to develop alternative fuels for vessels. The United States is promoting a strong air pollutant regulation policy in ports separately from the IMO. South Korea enforced the Act on Promotion of the Development and Distribution of Environment-friendly Ships in January 2020 and is supporting the policy to propagate eco-friendly vessels. As a result of policy support and technology development in these countries, technology development for carbon-free ships is

---

**Table 2 Characteristics of alternate fuels**

<table>
<thead>
<tr>
<th>Fuels</th>
<th>Relative characteristic of technology</th>
<th>Advantage and disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TRL</td>
<td>Fuel supply</td>
</tr>
<tr>
<td>Petroleum</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>LNG</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>LPG</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>Electric powered</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Hydrogen</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Ammonia</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>Methanol</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Bio-fuel</td>
<td>10</td>
<td>9</td>
</tr>
</tbody>
</table>
actively performed. A carbon-free ship refers to a ship that is fully powered by electricity using a battery, i.e., without requiring an internal combustion engine.

Regarding fully electric propulsion vessels, the introduction of punctual short-distance coastal passenger ships is being promoted worldwide. Norway has been operating a fully electrified car ferry (MF Ampere), which operates 34 times per day for a distance of 5.6 km in fjords since May 2015. This vessel measures 80 m (length) × 20 m (width) and comprises two 450 kW propulsion systems. Furthermore, Norway has installed an electric charging facility, including an energy storage system (ESS) of approximately 400 kWh in a berth pier for ship batteries (Korea Energy Agency, 2017). Based on the achievement of MF Ampere, Norway has been operating the vessel “Future of the Fjords” for tourism in fjords since April 2018. Future of the Fjords can accommodate 400 passengers, consumes 1.8 MWh of power from batteries on board, and has an operating speed of approximately 29 km/h. Photographs of the Future of the Fjords are shown in Fig. 1.

In addition to the abovementioned vessels operating in constant-temperature waters, Norway has been developing a container cargo ship (YARA Birkeland) with fully electric propulsion and autonomous navigation features since 2017. This ship is expected to have an operating speed of 12–15 kn (6–8 m/s) and support approximately 100 containers. An image of the YARA Birkeland under development is shown in Fig. 2.

Finland has been operating a fully electrified car ferry that operates 25 times per day for a round trip distance of approximately 3 km in the Turku Islands since January 2017. The vessel is named Elektra (Fig. 3); it measures 97.92 m (length) × 15.2 m (width) and can transport approximately 370 passengers and 90 vehicles. Elektra comprises two propulsion systems with 900 kW capacity and 1 MWh power consumption from batteries. A 690 V charging facility was installed at a pier to charge this vessel.

Iceland and Canada are planning to introduce electric propulsion vessels that have been proven effective in Europe and Norway to their
domestic coasts. These vessels are punctual coastal ferries for transporting vehicles and passengers. Furthermore, the U.S. has recognized the necessity for electric propulsion vessels and is currently developing an E-ferry that can transport over 150 passengers between Williamsburg and East Manhattan (Fig. 4).

As described above, Europe and North America are developing and supplying battery-powered fully electric propulsion vessels in calm waters (e.g., fjords, rivers, and lakes). This provides evidence that punctual vessels operating a short distance can solve problems associated with the battery system’s weight and volume.

China, which has well-developed inland canals around the Yangtze and Yellow River, is developing technologies through demonstration for coastal vessels that do not need to satisfy international standards. One example is an electric propulsion container ship built in November 2017 (Fig. 5) that measures approximately 70 m (length) × 14 m (wide) with a battery consumption of approximately 2.4 MWh. This inland ship is operated on the Pearl River in Guangzhou and can operate for up to 80 km by charging for two hours at a time.

South Korea, a global shipbuilding industry leader, is primarily developing hybrid ships used in combination with diesel engines and generators instead of using fully electric propulsion vessels. Examples include the icebreaker Araon and the LNG fuel vessel Econuri. The Araon was introduced in 2009 for polar research; it is driven by an electric propulsion system using a diesel generator. An electric propulsion system, which can actively respond to rapid output variations and be accurately controlled, is typically applied to offshore support vessels. An electric propulsion system for supplying materials, rescuing stranded fishing boats, and collecting polar samples has been applied to the Araon. The Econuri is a port guide ship that the Incheon Port Authority is operating; it generates electricity using an LNG/diesel dual-fuel generator. As the first LNG-powered vessel in Asia, the Econuri reduces the operation cost by approximately 100 million KRW per year compared with diesel vessels. The photographs of the Araon and the Econuri are shown in Fig. 6.

South Korea has more than 80,000 registered vessels and various types of small vessels (e.g., fishing boats and leisure yachts). To satisfy the eco-friendly policies of the global community, eco-friendly vessels using electric energy are being actively investigated, e.g., the application of a hybrid power generation system with wind and solar cells applied to a leisure boat (Oh et al., 2016) and a localization study pertaining to electric propulsion outboards for imported small ships (Moon et al., 2018).

Countries worldwide are competing with each other in developing technologies for eco-friendly vessels. Europe is leading the development of fully electric propulsion vessels for calm waters, whereas Asia uses technologies that apply a hybrid system with an existing ship engine to merchant ships. However, for the active management of pollutants generated on coasts in the future, technologies for fully electric propulsion vessels using batteries during ship operation should be developed for various ship types.
4. Conversion of Domestic Ships to Electric Propulsion Vessels

4.1 Current Status of Ships in South Korea

Approximately 8,900 registered ships exist in South Korea, and they are classified by use into 337 passenger ships (3.8%), 653 cargo ships (7.3%), 768 oil tankers (8.6%), and 1,212 tug boats (13.6%). The classifications of the registered ships in South Korea by use and tonne are summarized in Table 4. When barges without power are excluded, the sizes of cargo ships and oil tankers are primarily distributed in over 2,000 t, whereas passenger ships and tug boats are primarily distributed in less than 1,000 t (Ministry of Oceans and Fisheries, 2019).

Based on the previous section’s analysis results, battery-powered pure electric propulsion vessels require batteries of greater volume and weight as the required power and energy increase. Therefore, it is inefficient to use batteries to operate the main propulsion engines of vessels sailing the oceans or vessels operating on unspecified routes. However, fully electric propulsion vessels are the most useful eco-friendly solution for ships that do not emit pollutants. Hence, considering the decrease of the battery price and the increase of the energy density in volume and weight through the battery technology development, the possibility of commercialization and expansion of fully battery-powered ships are highly promising. Therefore, it is believed that car ferries interconnecting islands would yield significant eco-friendly effects if they are converted to fully electrified vessels as public transportation operating on designated routes in South Korea.

4.2 Areas Expected to introduce electric propulsion vessels

As stated in the previous section, the ship type for pure electric propulsion vessels should be a car ferry for passengers that periodically operate on a fixed route. South Korea has 162 coastal passenger ships operating in 100 sea routes. As a peninsula surrounded by seas on three sides, South Korea has many small islands, and

<table>
<thead>
<tr>
<th>Region</th>
<th>Busan</th>
<th>Incheon</th>
<th>Yeosu</th>
<th>Masan</th>
<th>Donghae</th>
<th>Gunsan</th>
<th>Mokpo</th>
<th>Pohang</th>
<th>Daesan</th>
<th>Jeju</th>
</tr>
</thead>
<tbody>
<tr>
<td>Car ferry (open space)</td>
<td>-</td>
<td>11</td>
<td>11</td>
<td>16</td>
<td>-</td>
<td>4</td>
<td>59</td>
<td>-</td>
<td>6</td>
<td>-</td>
</tr>
<tr>
<td>Car ferry</td>
<td>1</td>
<td>-</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>High-speed car ferry</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>High-speed vessel</td>
<td>-</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>Ultra-high speed vessel</td>
<td>-</td>
<td>1</td>
<td>2</td>
<td>-</td>
<td>4</td>
<td>7</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>General vessel</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td>8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Total</td>
<td>1</td>
<td>18</td>
<td>20</td>
<td>24</td>
<td>4</td>
<td>5</td>
<td>72</td>
<td>6</td>
<td>9</td>
<td>8</td>
</tr>
</tbody>
</table>
coastal passenger ships interconnecting the islands with the land are considered public transportation. Hence, it is believed that when pure electric propulsion vessels are introduced, the effect of technology diffusion will be evident. Considering the maximization of effects arising from fully electrified car ferries and the possibility of mounting battery systems, the introduction of car ferries as a coastal passenger ship is regarded as appropriate. The introduction of fully electrified car ferries in the Mokpo area, where more than 60% of domestic car ferries are operated, will clearly reveal their difference from existing ships and emphasize their eco-friendliness. The current status of coastal passenger ships by region in South Korea are shown in Table 5 (Korea Shipping Association, 2019).

4.3 Suggestion for introduction of removable power supply system for vessels

Fully electric propulsion vessels are one of the most useful eco-friendly vessels that do not emit pollutants during operation. However, due to the high price of batteries, the building cost of a battery-powered ship with the same specifications is approximately twice that of building an engine powered ship. Hence, the initial investment cost will increase significantly, and passenger fares will increase accordingly, owing to the significant burden on shipping companies. Moreover, when batteries are embedded in vessels, because of the difference between the battery replacement life (10 years) and ships' operating life (25 years), an unintended operation loss will most likely occur, causing economic losses to the shipping company.

Removable power supply systems (battery systems) must be developed and supplied to solve such durability and initial investment cost problems. Because removable power supply systems are not installed inside a ship permanently and are replaced every cruising, operation loss due to service life differences can be prevented. After the spread of removable power supply systems is completed, an industry that can effectively operate and maintain ship batteries will emerge. The battery cost can be shared, thereby reducing the initial investment cost. This is expected to provide an opportunity to increase the competitiveness of the Korean coastal shipping industry through the establishment of a new ship battery supply business, similar to using affordable electricity on land. Furthermore, when this system is constructed, safe ports can be maintained because a high-voltage port infrastructure need not be installed. This can be a solution optimized for battery maintenance through the integrated management of ship batteries (Kim et al., 2019a; Kim et al., 2019b).

It is expected that the fuel cost of a car ferry, which can transport 300 passengers and 40 cars and operate round trips for two hours, will be reduced by approximately 200 million won per year when the removable power supply system instead of marine diesel (Kim et al., 2019b). This concept is illustrated in Fig. 7.

5. Fully Electrified Car Ferry Design Powered by Removable Power Supply System

Vessels are built and operated based on rules stipulated by the classification society and maritime authorities. The removable power supply system proposed herein has not been applied to the rules of the classification society or maritime authority. This is because it is a new concept in this era of evolving ship fuels. It would be desirable to apply this concept to the rules after a more comprehensive review of safety is performed.

The car ferry was selected as the target vessel in this study because vehicles with a battery system can be easily loaded on the vessel as the removable power supply system. Moreover, the car ferry has not been applied to the international classification society's rules, which are severe to apply to the fully electrified vessel. A roll-on/roll-off type removable power supply system that can move by itself was applied to a fully electrified car ferry in order. This concept of a fully electrified car ferry with removable battery systems can give a technical advantage to overcome environmental weaknesses like big tidal differences and frequent typhoon occurrence to South Korea and other regions having similar coastal environments. Furthermore, this concept can achieve economic feasibility in the initial investment cost for fully electrified vessels. The principal dimensions of the vessel are outlined in Table 6. The designed fully electrified car ferry can transport approximately 100 passengers and more than 20 passenger cars, has a power capacity exceeding 1.6 MWh, and can operate for approximately 2 hr at the standard speed of 10 kn (5.144 m/s).

![Fig. 7 Concept of fully electrified ferry for passengers and cars](image)

### Table 6 Principal dimensions of a fully electrified car ferry

<table>
<thead>
<tr>
<th>Category</th>
<th>Unit</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length overall (LOA)</td>
<td>m</td>
<td>58.6</td>
</tr>
<tr>
<td>Length between perpendiculars (LBP)</td>
<td>m</td>
<td>40.0</td>
</tr>
<tr>
<td>Breath</td>
<td>m</td>
<td>13.0</td>
</tr>
<tr>
<td>Depth</td>
<td>m</td>
<td>2.5</td>
</tr>
<tr>
<td>Draft</td>
<td>m</td>
<td>1.65</td>
</tr>
<tr>
<td>Design speed</td>
<td>km/h</td>
<td>29</td>
</tr>
<tr>
<td>Passengers</td>
<td>persons</td>
<td>120</td>
</tr>
<tr>
<td>Cars</td>
<td>units</td>
<td>20</td>
</tr>
</tbody>
</table>
Table 7 Design variables for removable power supply system

<table>
<thead>
<tr>
<th>System</th>
<th>Category</th>
<th>Unit</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power supply system</td>
<td>Number</td>
<td>set</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Size</td>
<td>m</td>
<td>6.1 m container specification</td>
</tr>
<tr>
<td></td>
<td>Weight</td>
<td>t</td>
<td>&lt; 12</td>
</tr>
<tr>
<td></td>
<td>Power capacity</td>
<td>kWh</td>
<td>800</td>
</tr>
<tr>
<td></td>
<td>Output reference voltage</td>
<td>Vdc</td>
<td>780</td>
</tr>
<tr>
<td></td>
<td>Output voltage range</td>
<td>Vdc</td>
<td>650-900</td>
</tr>
<tr>
<td></td>
<td>Reference /maximum voltage</td>
<td>A</td>
<td>350/450</td>
</tr>
<tr>
<td>Power transportation vehicle</td>
<td>Length</td>
<td>m</td>
<td>&lt; 10</td>
</tr>
<tr>
<td></td>
<td>Load weight</td>
<td>t</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>Fuel usage</td>
<td></td>
<td>Eco-friendly fuel (CNG)</td>
</tr>
</tbody>
</table>

The roll-on/roll-off type removable power supply system must be equipped with a secondary battery, and a technology that ensures stability during vessel movement must be applied. The removable power supply system is designed as a self-moving system equipped with various safety systems; battery management system (BMS), cell anomaly detection system, thermal management system through air-conditioning, and battery thermal runaway limit system. Furthermore, the system will be designed based on the standardized ISO (the International Organization for Standardization) container size of 6 m to account for future scalability. The main design variables of the removable power supply system are outlined in Table 7.

The fully electrified car ferry was designed to locate and safely fasten the roll-on/roll-off-type removable power supply system in a specified space in the vessel. Its layout was designed so that a removable power supply system can be placed separately from the passenger zone to enhance passenger safety and prevent secondary fire damage by installing additional fire extinguishing equipment. The general arrangement of the fully electrified car ferry with a removable power supply system is shown in Fig. 8.

The general arrangement shows that, unlike existing vessels, two removable power supply systems are located on the deck of the vessel, causing a change in weight by approximately 30 t; this results in a change in the vessel's center of gravity. The car ferry's seakeeping performance was analyzed to analyze the effects of such a change in the center of gravity on the vessel's behaviors. It was assumed that the removable power supply system was installed on the deck or at the bottom of the vessel. The resultant change in the center of gravity was assumed to be approximately 10 cm. The lines and wave spectrum used in the analysis of the seakeeping performance are shown in Figs. 9-10.
An analysis of the change in behavior characteristics due to the change in the removable power supply system's position indicated that the behavioral changes due to the change in the center of gravity were insignificant. Furthermore, the behavior characteristics were determined by adding the ship speed to analyze the behavioral change characteristics at the ship's reference speed to be developed. The ship motion response amplitude operator (RAO) graphs based on the change in the center of gravity are shown in Fig. 11, and the changes in heave, pitch, and roll based on the ship speed are shown in Fig. 12.

The analysis result confirmed that the car ferry's behavior characteristics for guaranteeing the safety of passengers exhibited insignificant differences, based on the change in the location of the removable power supply system. Furthermore, ship safety is ensured if the removable power supply system is fastened appropriately.

The safety of the removable power supply system has not been proven because it is a new concept. Ships are characterized by relatively high safety standards and high entry barriers due to...
Fig. 11 Results of analysis of ship motion performance by conditions (change of center of gravity)
Fig. 12 Results of analysis of ship motion performance per speed (change of angle)
large-scale human damage and significant environmental effects due to accidents. The safety of the fully electrified car ferry developed in this study will be guaranteed through risk analysis. The best measures will be implemented, such as fire extinguishing and waterproofing systems for passenger safety.

**6. Future Plans and Prospects**

In the global trend of environmental protection and environmental preservation, fossil fuel has to be replaced by alternative fuels for shipping and shipbuilding industries according to GHG reduction strategy from IMO. In this study, the coastal shipping characteristics of South Korea were investigated, and the characteristics of emerging eco-friendly fuels were analyzed. Subsequently, a conceptual design of a fully electrified car ferry was presented for the conversion of coastal passenger ships to eco-friendly ships. The fully electrified car ferry to be developed in the future is the first of its kind. Hence, no relevant rules exist from the classification society, and hence appropriate preparations are required. To promote eco-friendliness in the shipping industry and encourage the introduction of new technologies, we plan to conduct further investigations such that safety will be secured and fully electrified car ferries can be developed and recognized by the classification society and the port authorities. An export model of this ship will be developed and is expected to be exported to neighboring countries with similar environments to activate the shipbuilding market for small and medium businesses in South Korea.

In the future, we plan to estimate the resistance of vessels through model tests based on concepts and basic designs as well as enable new-concept ships to operate safely in our country’s territorial waters through risk analysis.
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**ABSTRACT:** Since the introduction of the mandatory energy efficiency design index (EEDI), several studies have been conducted on the maneuverability of waves owing to the decrease in engine power. However, most studies have used the mean wave force during a single cycle to evaluate maneuverability and investigated the turning performance. In this study, we calculated the external force in accordance with the angle of incidence of the wave width and wavelengths encountered by KVLCC2 (KRISO very large crude-oil carrier) operating at low speeds in regular waves using computational fluid dynamics (CFD). We compare the model test results with those published in other papers. Based on the external force calculated using CFD, an external force that varies according to the phase of the wave that meets the hull was derived, and based on the derived external force and MMG control simulation, a maneuvering simulation model was constructed. Using this method, a weather vaning simulation was performed in regular waves to evaluate the course-keeping ability of KVLCC2 in waves. The results confirmed that there was a difference in the operating trajectory according to the wavelength and phase of the waves encountered.

1. Introduction

With increasing environmental concerns worldwide, the Maritime Environment Protection Committee (MEPC) of the International Maritime Organization (IMO) introduced the mandatory energy efficiency design index (EEDI) to regulate greenhouse gas emissions from ships. However, there have been cases where the EEDI is satisfied by reducing the engine power of the ship, which may result in insufficient thrust required to maintain maneuverability in adverse conditions (SHOPERA, 2016). Therefore, the MEPC introduced guidelines for the minimum horsepower required to maintain maneuverability in adverse conditions (MEPC, 2013); these guidelines are still under discussion. Since studying maneuverability in waves was selected as the main task of the 28th International Towing Tank Conference (ITTC) maneuvering committee, there has been an increased need for research on methods for analyzing maneuverability in waves. Accordingly, studies estimating the maneuverability in waves are being conducted internationally by the joint European projects SHOPERA (SHOPERA, 2016) and SIMMAN (SIMMAN, 2020).

Numerous related studies have been conducted on predicting maneuverability in waves. Not only is there additional resistance caused by the waves, but forces form swaying oscillations or yaw motions that act on a ship as external forces. Various studies have been conducted to reflect the influence of these external forces in a mathematical model of the maneuvering motion. Yasukawa and Faizul (2006) experimentally determined the average wave force on SR108 operating in oblique sea conditions. Xu et al. (2007) performed a pure sway test in waves and proposed a method of testing the planar motion mechanism (PMM) in waves by analyzing the results. Cura-Hochbaum and Uharek (2016) conducted a study to reflect the influence of waves by pre-calculating the wave forces from various angles, digitizing them, and reflecting them in a simulation.

Yasukawa et al. (2018) examined the effectiveness of the zero-speed three-dimensional panel method (3DPM) and the strip theory-based Kochin-function method (SKFM) in calculating the wave force by comparing the results with experimental ones. Moreover, the estimation of the turning motion in irregular waves was validated by comparing the simulation and model test results using the wave force in irregular waves obtained using the 3DPM and SKFM. Seo et al.
(2018) used a method of substituting the wave drift force as the external force in the maneuvering equation of motion. To this end, the advancing speed, the direction of the incident wave, and the wave force according to the wave length were calculated in advance and converted into a database to extract values suitable for simulation. In addition, the effect of the wave drifting force on the turning trajectory and turning parameters was studied based on a sensitivity analysis of the wave drift force. Additionally, a study was conducted to confirm the change in the maneuvering characteristics in waves using a free running model test rather than the mathematical model of maneuvering motion. Sprenger et al. (2017) observed the difference in the additional resistance among waves according to the depth by changing the depth and wave length for a tanker line and a container ship and examined the changes in the wave drifting force acting on the hull according to the water depth in oblique sea conditions. A free running model test was performed in waves to examine the change in the trajectory during a turning test according to the direction of the incident wave. Kim et al. (2019) evaluated the turning characteristics of KVLCC2 (KRISO very large crude-oil carrier 2) by performing a free running model test in regular waves. The free running model test was performed by changing the wave incidence angle and wave length, and the results were compared with those showing the trajectory of the free running model test in calm water.

As described above, many studies have been conducted to estimate the maneuverability in waves by using the wave force in the mathematical model of maneuvering motion in waves. However, most studies have evaluated the influence of the wave force using an average value and have not considered the change in external force according to the phase of the wave encountered by the ship. Additionally, most studies have focused on the change in the turning trajectory; however, weather vaning must be investigated to maintain the maneuverability of the ship in adverse conditions. Weather vaning is a movement in which the bow faces the direction of an incident current, wave, etc., and it plays an important role in preventing overturning due to the rolling motions in waves.

This fundamental study focuses on how to evaluate ship-handling safety in adverse conditions, in which the course-keeping ability of the ship in regular waves has not been evaluated. For this, the external force of the wave for the forward velocity was calculated using computational fluid dynamics (CFD) for an incident angle of 15° to 45° from the bow wave. The calculated external wave force was compared with model test results published in other studies. In addition, a simulation of the maneuvering motion was performed using the calculated wave force and maneuvering hydrodynamic coefficients published in previous studies. At this time, the wave conditions of regular waves were determined by referring to the revised guidelines of the MEPC 71st draft (MEPC, 2017). Simulations for the course-keeping ability evaluation were also performed in head sea and oblique sea conditions at an angle of 30° in the forward direction as specified by the MEPC guidelines to examine the course-keeping ability through weather vaning and the heel angle during the simulation.

2. Maneuvering Equation of Motion

2.1 Coordinate Systems

The coordinate systems used in this study are the Earth-Centered-Earth-Fixed (ECEF) coordinate system and the body-fixed coordinate system, as shown in Fig. 1. The origin of the x- and y-axes of the body-fixed coordinate system is taken as the center of the hull, and the bow direction of the ship is defined as the x axis; the direction perpendicular to the starboard is defined as the y axis; and the direction toward the bottom of the ship is defined as the positive (+) direction of the z axis. The spatial coordinate system defined the initial travel direction of the ship as the x direction (Kim, et al., 2016).

![Fig. 1 Coordinate system](image)

2.2 Mathematical Model for the Maneuvering Motion in Waves

In this study, as shown in Eq. (1), the influence of waves derived by numerical calculations was considered as an external force on the mathematical modeling group (MMG) type mathematical model used for the analysis of turning performance in calm water to build a simulation model of turning in regular waves. The left side represents the maneuvering equation of motion for the surge force, sway force, and yaw moment, in order, and the right side represents the hydrodynamic forces by the hull, rudder, propeller, and external forces. The $m$ on the left side denotes the mass of the ship; $I$, denotes the moment of inertia; $u$ denotes the lateral velocity; $v$ denotes the longitudinal velocity; $\omega$ denotes the bow rotation angular velocity; and the point marked on each velocity denotes the acceleration. The $X$ on the left side denotes the longitudinal force; $Y$ denotes the lateral force; $N$ denotes the yaw moment; and the point marked on each velocity denotes the acceleration; the subscripts $H$, $R$, and $P$ denote the hull, rudder, and propeller, respectively, and the subscript $W$ denotes the wave force. Here, the wave force is defined as the difference between the hydrodynamic force acting on the hull in waves and in calm water.

\[
\begin{align*}
    m' \left( \dot{u} - \dot{v} r' - x_G \dot{r}^2 \right) &= X_H' + X_R' + X_P' + X_W' \\
    m' \left( \dot{v} + u \dot{r}' + x_G \dot{r} \right) &= Y_H' + Y_R' + Y_P' \\
    I_z \dot{\omega}' + m' x_G \left( \dot{v} + u \dot{r}' \right) &= N_H' + N_R' + N_P'
\end{align*}
\]

(1)
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The hydrodynamic force acting on the hull is expressed as Eq. (2), and it is nondimensionalized using the density, length between perpendiculars, draft, and advancing speed, as given in Eq. (3). Both the influence of plane motion and the influence of the moment acting on the hull according to the heel angle are considered in the hydrodynamic force acting on the hull. The hydrodynamic coefficients used to calculate the hydrodynamic force acting on the hull are shown in Table 1.

\[
X_H' = -R_0' + X_{pr}' + X_{pr}''v'' + X_{pr}'''v''' + X_{pr}''''v''''
\]
\[
Y_H' = Y'v' + Y_{pr}''v'' + Y_{pr}'''v''' + Y_{pr}''''v'''' + Y_{pr}'''v'''v'' + Y_{pr}''''v''''v'
\]
\[
N_H' = N'v' + N_{pr}''v'' + N_{pr}'''v''' + N_{pr}''''v'''' + N_{pr}'''v'''v'' + N_{pr}''''v''''v'
\]
\[
X' = X/0.5\rho L_y^2 T'^2
\]
\[
Y' = Y/0.5\rho L_y^2 T'^2
\]
\[
N' = N/0.5\rho L_y^2 T'^2
\]

The hydrodynamic force caused by the propeller was considered as in Eq. (4), and the hydrodynamic force caused by the rudder was reflected using Eqs. (5) and (6). The flow velocity flowing into the rudder in Eq. (6) is reflected by the difference between the flow velocities flowing into the rudder in waves and in calm water using the value obtained from the calculation of self-propulsion.

\[
X_p = (1-t_p) T
\]

\[
X_R = -(1-t_R) F_N \sin \delta
\]
\[
Y_R = -(1+a_R) F_N \cos \delta
\]
\[
N_R = -(x_R + a_R x_R) F_N \cos \delta
\]
\[
F_N = (1/2) \mu A_R (U_R^2 f_a \sin \alpha_R)
\]
\[
U_R = \sqrt{u_R^2 + v_R^2}
\]

Eq. (7) is the equation of the rolling motion in waves. Each of the coefficients employed is expressed as Eq. (8) using the equation for estimating the roll damping coefficient published in a study by Seok et al. (2016).

\[
K_{W_4} = (I_{44} + A_{44}) \beta_4 + B_{44} \phi + C_{44} \phi
\]
\[
I_{44} = k_{lx}^2 \rho \nu. A_{44} = 0.3 I_{44}
\]
\[
B_{44} = \frac{\beta_{44}}{2C_{44}(I_{44} + A_{44})}, \beta_{44} = \frac{\ln(Grad)}{2\pi}
\]
\[
G_{44} = GM N' \rho g
\]

The meanings of the symbols used in the above Eqs. (4)-(8) are shown in Table 2 below.

### Table 1 Hydrodynamic force coefficients used in simulations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Mean</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_0'$</td>
<td>Profile area of movable part of mariner rudder</td>
<td>0.022</td>
</tr>
<tr>
<td>$X_{pr}'$</td>
<td>Rudder area where propeller slip stream do not hits</td>
<td>-0.315</td>
</tr>
<tr>
<td>$Y_{pr}'$</td>
<td>Rudder normal force</td>
<td>0.083</td>
</tr>
<tr>
<td>$N_{pr}'$</td>
<td>Rudder inflow velocity</td>
<td>-1.607</td>
</tr>
<tr>
<td>$X_{pr}''$</td>
<td>Longitudinal velocity component to rudder</td>
<td>-0.040</td>
</tr>
<tr>
<td>$Y_{pr}''$</td>
<td>Inflow velocity to rudder in waves</td>
<td>0.379</td>
</tr>
<tr>
<td>$N_{pr}''$</td>
<td>Thrust deduction factor</td>
<td>-0.391</td>
</tr>
<tr>
<td>$X_{pr}'''$</td>
<td>Lateral velocity component to rudder</td>
<td>0.011</td>
</tr>
<tr>
<td>$Y_{pr}'''$</td>
<td>Inflow velocity to rudder in waves</td>
<td>0.002</td>
</tr>
<tr>
<td>$N_{pr}'''$</td>
<td>Steering resistance deduction factor</td>
<td>-0.039</td>
</tr>
<tr>
<td>$X_{pr}''''$</td>
<td>Rudder force increase factor</td>
<td>0.771</td>
</tr>
<tr>
<td>$Y_{pr}''''$</td>
<td>Longitudinal coordinate of acting point of the additional lateral force</td>
<td>0.011</td>
</tr>
<tr>
<td>$N_{pr}''''$</td>
<td>Additional lateral force</td>
<td>0.008</td>
</tr>
</tbody>
</table>

### Table 2 List of symbol

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_R$</td>
<td>Profile area of movable part of mariner rudder</td>
</tr>
<tr>
<td>$A_{R0}$</td>
<td>Rudder area where propeller slip stream do not hits</td>
</tr>
<tr>
<td>$T$</td>
<td>Propeller thrust</td>
</tr>
<tr>
<td>$u_R$</td>
<td>Longitudinal velocity component to rudder</td>
</tr>
<tr>
<td>$v_R$</td>
<td>Lateral velocity component to rudder</td>
</tr>
<tr>
<td>$t_R$</td>
<td>Steering resistance deduction factor</td>
</tr>
<tr>
<td>$\alpha_R$</td>
<td>Rudder force increase factor</td>
</tr>
<tr>
<td>$x_R$</td>
<td>Longitudinal coordinate of acting point of the additional lateral force</td>
</tr>
<tr>
<td>$K_{W_4}$</td>
<td>Roll moment</td>
</tr>
<tr>
<td>$\beta_{44}$</td>
<td>Non-dimensional roll damping coefficient</td>
</tr>
<tr>
<td>$\beta_{44}$</td>
<td>Non-dimensional roll damping coefficient</td>
</tr>
</tbody>
</table>

- $A_R$: Profile area of movable part of mariner rudder
- $A_{R0}$: Rudder area where propeller slip stream do not hits
- $T$: Propeller thrust
- $u_R$: Longitudinal velocity component to rudder
- $v_R$: Lateral velocity component to rudder
- $t_R$: Steering resistance deduction factor
- $\alpha_R$: Rudder force increase factor
- $x_R$: Longitudinal coordinate of acting point of the additional lateral force
- $K_{W_4}$: Roll moment
- $\beta_{44}$: Non-dimensional roll damping coefficient
3. Conditions for Wave Force Calculation

3.1 Target Ship
KVLCC2 (SIMMAN, 2008) was selected as the target ship, and numerical calculations were performed on a 1:58 scale. The main specifications of the model ship are shown in Table 3. The testing with the hull alone at the speed of $F_n = 0.037$ was based on the speed in adverse conditions proposed by the MEPC 65th interim guideline.

Table 3 Principal dimensions of KVLCC2 model ship

<table>
<thead>
<tr>
<th>Item</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scale ratio</td>
<td>1/58</td>
</tr>
<tr>
<td>Length between perpendiculars ($L_{pp}$)</td>
<td>5.5172 m</td>
</tr>
<tr>
<td>Breadth</td>
<td>1 m</td>
</tr>
<tr>
<td>Draft</td>
<td>0.3586 m</td>
</tr>
<tr>
<td>Displacement (in fresh water)</td>
<td>1,599 kg</td>
</tr>
<tr>
<td>Froude number ($F_n$)</td>
<td>0.037</td>
</tr>
</tbody>
</table>

3.2 Conditions for Virtual Captive Model Test
This study used the commercial CFD software STAR-CCM+, which was proven to be useful in the study by Simonsen et al. (2012). The computational domain that was formed to perform numerical calculations is as shown in Fig. 2. From the midship, it was set as 1.5 times the length of the hull toward the inlet boundary, 2.5 times the length of the hull toward the outlet boundary, twice the length of the hull to the side boundaries, the length of the hull toward the top boundary, and 1.5 times the length of the hull toward the bottom boundary.

To create the grid, the trimmed mesh and prism layer techniques provided by STAR-CCM+ were used. The size of the trimmer grid was set to be relatively small in the free water surface and around the hull, and it was relatively large in the simple flow region. The prism layer technique was used to accurately calculate the prism layer flow on the hull surface, and a total of four prism layers were created from the hull surface. The thickness of the first prism layer grid from the hull surface was defined with the value and was within the range of 40 to 70.

Dynamic fluid body interaction (DFBI) and overset mesh techniques were used to consider the effect of changes in posture according to the wave, and as shown in Fig. 3 a total of approximately 4.3 to 5.2 million grids were generated.

Free water surface was considered by using the volume of fluid (VOF) technique, and the realizable $k$-$\varepsilon$ (RKE) model was used as the turbulence model to ensure the stability and efficiency of numerical calculations. Unsteady condition analysis was performed for the dynamic analysis of the hull. A first-order implicit method was used for temporal discretization, and a second-order up-wind scheme was used for spatial discretization. The boundary conditions for the CFD calculation used in this study are shown in Table 4.

Infinite depth was configured by setting the inlet boundary of the computational domain as a velocity inlet, the top boundary as a pressure outlet, and the outlet, bottom, and side boundaries as velocity inlets. In addition, the wave forcing feature provided by STAR-CCM+ was applied to the section of one time of the length between perpendiculars from each of the inlet, outlet, left and right boundaries to minimize the influence of reflected waves.

3.3 Verification of Wave Generation
The wave conditions used in this study are shown in Table 5 below. For the regular waves used in this study, the wave height was determined by setting the wave slope to $H/\lambda = 0.02$ at $\lambda/L_{pp} = 0.5, 1.0$; and the wave condition was determined by setting the wave height was determined by setting the wave slope to

![Fig. 2 Computational domain](image)

![Fig. 3 Volume mesh](image)

![Table 4 Boundary condition](image)

![Table 5 Wave conditions](image)
**Table 5** Wave condition

<table>
<thead>
<tr>
<th>Condition</th>
<th>Boundary condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wave length</td>
<td>$\lambda/L_{pp} = 0.5, 1.0, 1.6$</td>
</tr>
<tr>
<td>Wave height</td>
<td>$\lambda/L_{pp} = 0.5 - H/\lambda = 0.02$</td>
</tr>
<tr>
<td></td>
<td>$\lambda/L_{pp} = 1.6 - H/\lambda = 0.01$</td>
</tr>
<tr>
<td>Incident angle</td>
<td>180° (Head sea), 165°, 150°, 135°</td>
</tr>
<tr>
<td>Wave frequency</td>
<td>$\lambda/L_{pp} = 0.5 - 4.197 \text{rad/s}$</td>
</tr>
<tr>
<td></td>
<td>$\lambda/L_{pp} = 1.0 - 2.967 \text{rad/s}$</td>
</tr>
<tr>
<td></td>
<td>$\lambda/L_{pp} = 1.6 - 2.346 \text{rad/s}$</td>
</tr>
</tbody>
</table>

$H/\lambda = 0.01$ at $\lambda/L_{pp} = 1.6$, according to the ITTC recommended procedure and guideline (ITTC, 2014). The wave incident angle to be used in the maneuver simulation in waves was determined by employing the weather vaning wave incident angle (30° from the bow wave) proposed in the 71st draft revised guidelines of MEPC.

In order to verify the waves generated using CFD, verification was performed using theoretical waves. The wave was created using the Stokes order wave theory, the wave length of the incident wave used for verification was $\lambda/L_{pp} = 1.0$ the wave height was $H/\lambda = 0.02$, and the period at this time was about 1.31 s for the model ship. The grid conditions used to generate waves were set based on the study by Kim. (2019), with 60 gratings per wave length in the x direction, 20 gratings per wave height in the z direction, and the aspect ratio of the grid in the x-direction to the grid in the y-direction is 1:4. Wave calculations were performed for a total of 10 cycles with 20 internal iterations. The time interval was designated to allow 500 calculations per wave cycle. Fig. 4 represents the difference from the theoretical waves generated by CFD for 10 cycles, and Table 6 shows the difference from the theoretical crest and trough values for five cycles. The generated waves showed an error of -4.33% from the theoretical waves at the wave crest, and -4.02% at the trough.

![Fig. 4 Comparison of Stokes 5th order wave and generated wave ($\lambda/L_{pp} = 1.0, H/\lambda = 0.02$)](image)

**Table 6** Difference between generated wave and Stokes 5th order wave

<table>
<thead>
<tr>
<th>Stokes 5th wave elevation (m)</th>
<th>Theory</th>
<th>Generated</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crest</td>
<td>0.05862</td>
<td>0.056083</td>
<td>-4.33%</td>
</tr>
<tr>
<td>Trough</td>
<td>-0.05158</td>
<td>-0.04951</td>
<td>-4.02%</td>
</tr>
</tbody>
</table>

**3.4 Review of Grid Convergence**

Prior to calculating the wave force acting on the hull in regular waves, a convergence review was performed on the generated grid system. Grid convergence was reviewed with a grid strain according to the ITTC recommended procedure and guideline (ITTC, 1999). The size of the grids corresponding to the fine, medium, and coarse grids is shown in Table 7 below. Surge, sway force and yaw moment, and convergence ratio for each grid are shown in Fig. 5 and Table 8.

**Table 7** Information related to different types of grids for convergence test

<table>
<thead>
<tr>
<th>Grid no.</th>
<th>Grid density</th>
<th>Base size</th>
<th>Number of cells</th>
<th>Number of grid / wave length</th>
<th>Number of grid / wave height</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Coarse</td>
<td>0.020</td>
<td>3.18M</td>
<td>48</td>
<td>16</td>
</tr>
<tr>
<td>2</td>
<td>Medium</td>
<td>0.018</td>
<td>3.97M</td>
<td>53</td>
<td>18</td>
</tr>
<tr>
<td>3</td>
<td>Fine</td>
<td>0.016</td>
<td>5.01M</td>
<td>60</td>
<td>20</td>
</tr>
</tbody>
</table>

![Fig. 5 Non-dimensional surge, sway force and yaw moment](image)

**Table 8** Predicted convergence ratio

<table>
<thead>
<tr>
<th></th>
<th>$\epsilon_{21}$</th>
<th>$\epsilon_{32}$</th>
<th>$R_G$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surge force’</td>
<td>0.083</td>
<td>0.019</td>
<td>0.23</td>
</tr>
<tr>
<td>Sway force’</td>
<td>0.047</td>
<td>0.035</td>
<td>0.74</td>
</tr>
<tr>
<td>Yaw moment’</td>
<td>0.11</td>
<td>0.11</td>
<td>0.94</td>
</tr>
</tbody>
</table>

As a result of examining the grid convergence, the calculated result values converge as the number of grids increases. In this study, numerical calculations were performed on the forces and moment acting on the hull in regular waves based on the grid size applied to the densest grid system.

**4. Results of Wave Force Calculation**

Fig. 6 shows the average value of the wave force according to the angle of incidence for each wave length obtained by CFD calculation. Except for the resistance generated during operation in calm water, only the external force corresponding to the additional resistance was expressed as the surge force, and each of the forces and moment was...
made nondimensionalized using Eq. (3). The surge force was relatively low with a low wave height at $\lambda/L = 0.5$, the sway force was the highest with a long wave length, and the yaw moment was the greatest at $\lambda/L = 1.0$.

Fig. 7 shows the wave shape around the hull calculated at angles of incidence of $180^\circ$ and $150^\circ$. The height of the free water surface was nondimensionalized using the wave amplitude. The wave shape around the hull appears more clearly at the short wave length than at the long wave length as it is easier for the wave to penetrate the hull with the longer wave length.

Fig. 8 shows the results of the comparison with the S-Cb84 linear model test results reported by Yasukawa et al. (2018). Direct comparison with KVLCC2 was not possible because there was no published model test result performed at low speed. As the depot ship of S-CB84 is KVLCC1, the result of the wave force acting on the hull of S-CB84 was believed to be similar to that of KVLCC2; the comparison was performed under such an assumption. The black points in the figure are the additional resistance and lateral force, the yaw moment acting on S-Cb84.
measured under the condition of $F_r = 0.049$ and wave height $= 3.1$ m (solid line), and the points indicate the results of the CFD calculation in this study. The forces and moment were nondimensionalized using the wave height, length of the hull, and width of the hull, as shown in Eq. (10). Similar trends appeared when comparing the forces and moment according to the wave length. The weather vaning simulation was performed using the calculated wave force.

$$
C_x = \left( R_\theta \right) \left( \frac{\rho g H^2}{\rho g H^2} \right) / \left( L_p \right)
$$

$$
C_y = \left( \frac{\rho g H^2}{\rho g H^2} \right) / \left( L_p \right)
$$

$$
C_N = \left( \frac{\rho g H^2}{\rho g H^2} \right) / \left( L_p \right)
$$

\[ (10) \]

5. Weather Vaning Simulation in Waves

5.1 Conditions for Weather Vaning Simulation

In this study, a weather vaning simulation considering the phase of waves encountered with the hull was proposed for the evaluation of the course-keeping ability in waves. The simulation was performed in head sea and oblique sea conditions at an angle of 30° in the forward direction, according to the 71st draft revised guidelines of MEPC, in order to examine the course-keeping ability through weather vaning. The simulation conditions are as in Table 9, and the steering was performed from the moment when the wave was encountered at the midship after moving forward during the initial 5 s in calm water. The simulation was performed by dividing the phase of the wave encountered at the midship from the start of steering, as shown in Fig. 9. The results were compared with the simulation using the average wave force. When the heading angle reached the initial 30°, rudder angle control was performed to maintain the course. It was controlled by inverting the rudder to the maximum rudder angle based on the heading angle of 30°.

<table>
<thead>
<tr>
<th>Wave length $\lambda/L_{pp}$</th>
<th>$F_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.5$, $1.0$, $1.6$</td>
<td>$0.037$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Wave height $H/\lambda$</th>
<th>$F_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.02$</td>
<td>$0.5$, $1.0$</td>
</tr>
<tr>
<td>$0.01$</td>
<td>$1.6$</td>
</tr>
</tbody>
</table>

Table 9 Weather vaning simulation condition

Fig. 8 Comparison of wave force based on CFD results and model test results

Fig. 9 Wave initial condition – encountered wave phase at midship
With respect to the external wave force used in the simulation, the previously calculated time series data showing the result of calculating the wave force at incident angle intervals of 15° were reflected in the simulation through Fourier transform. The values in calm water from the study by Yasukawa and Yoshimura (2015) were used for the maneuvering hydrodynamic coefficients, and factors used in the simulation pertained to the propeller and rudder.

5.2 Results of Weather Vaning Simulation
Weather vaning simulations were performed to evaluate the course-keeping ability of KVLCC2 in waves. Figs. 10 to 13 show the results of the weather vaning simulation for 30° heading angle turning in calm water, and the 150° angle incident wave in waves showing the trajectory, heading angle, and heel angle according to the wave length. The heel angle from the motion was not considered for the simulation in calm water, and no result was obtained.

The solid black line shows the simulation result obtained using the average wave force, and the other colored lines are the results of simulation by dividing the phase encountered from the start of steering, as shown in Fig. 9. With respect to the trajectory in waves, the

![Fig. 10](image1.png)

**Fig. 10** Heading angle for 30° turning simulation result in calm water

![Fig. 11](image2.png)

**Fig. 11** Weather vaning simulation result at \( \lambda/L = 0.5 \)
moving distance varies depending on the wave length when it initially turns up to 30°, compared with the turn in calm water. In calm water, it was about 1.82 Lpp, but in waves, it was 1.42 Lpp at $\lambda/L = 1.0$, and 1.01 Lpp at $\lambda/L = 1.6$. This may have been caused by the change in the number of propeller rotations according to the wave length to maintain the same advancing speed of 4 kn (1.85 km/h), and the rudder force increased with the increased number of propeller rotations against the relatively high additional resistance at $\lambda/L = 1.0$ and $\lambda/L = 1.6$, resulting in the fast turning. The trajectory also varied depending on the phase of the wave encountered at the start of steering.

With respect to the change in heading angle, turning occurs faster at $\lambda/L = 1.0$ and $\lambda/L = 1.6$, compared to the simulation in calm water. In addition, the tendency of the overshoot angle of the heading angle...
decreased in calm water and at $\lambda/L = 0.5$. Regular vibration is generated based as for $30^\circ$ at $\lambda/L = 1.0$ and $\lambda/L = 1.6$. This appears to have been caused by the rudder control method to shift the rudder to the maximum rudder angle upon exceeding $6^\circ$ from the heading angle, resulting in the overshoot angle at $\lambda/L = 1.0$ and $\lambda/L = 1.6$. The overshoot angle may be reduced by changing the controller, such as the proportional-integral-differential controller (PID) controller.

The maximum heel angle was about $3.71^\circ$ greater at $\lambda/L = 1.6$ than at $\lambda/L = 0.5$, and about $2.48^\circ$ greater than at $\lambda/L = 1.0$. The relative difference at each wave length was large, but the original absolute heel angle was not very large, which may have been because nature of the tanker did not cause much rolling motion.

When comparing the difference according to the phase encountered during initial steering, at $\lambda/L = 0.5$, there was a varying speed at which the heading angle changes according to the phase of the wave encountered during the initial steering, resulting in different initial trajectories. However, there was subsequently little influence during the steering to maintain the course. However, at $\lambda/L = 1.0$, the trajectory during steering to maintain the course varied depending on the phase of the wave encountered during turning as well as the initial steering. With respect to the phase = 270 simulation, an overshoot angle of up to $13.4^\circ$ occurs from $30^\circ$. Even at $\lambda/L = 1.6$, there was a difference in the heading angle change depending on the phase of the encountered wave, and the maximum heel angle was greater than the result obtained from the simulation using the average wave force.

### 6. Conclusion

This study aimed to evaluate the course-keeping ability of KVLCC2 in regular waves by performing weather vaning simulations. Simulations were also performed in head sea and oblique sea conditions at an angle of $30^\circ$ in the forward direction according to the MEPC 71st draft revised guidelines to examine the course-keeping ability through weather vaning against the incident waves.

To this end, the maneuvering equation of motion in waves using the wave force as the external force in the existing maneuvering equation of motion in calm water and the equation of the rolling motion in waves to calculate the heel angle in waves were configured. In addition, an equation was developed to consider the yaw motion according to the heel angle to the hydrodynamic force acting on the hull in order to determine the influence according to the heel angle in the maneuvering motion. The external force of the wave was calculated according to the incident angle using CFD, and external forces such as the surge force, sway force, and yaw moment were compared with the results of the similar ship model test. In order to reflect the influence of the phase of the waves encountered with the hull in addition to the average wave force, it was configured to change according to the phase using the Fourier transform.

The following conclusions were made by performing a simulation according to the phase change of the wave encountered with the hull using the simulation configured in this study.

1. Based on the evaluation results of for the course-keeping ability of KVLCC2, weather vaning was possible despite the differences in the trajectory and heading angle according to the wave length. The heel angle did not exceed the generally known stability range.

2. The results of the simulation obtained using the average wave forces was different from the results of the simulation considering the changes in external forces according to the phase of the waves encountered by the ship. The simulation results also differed according to the phase encountered initially.

3. The differences according to the phase of the wave were more profound with a long wave length than with a short wave length, which may have been caused by the increased wave height owing to the increase in wave length.

For a further evaluation of the maneuverability and course-keeping ability in high waves, a study considering the influence of the hull and the encountered phase will be required. It may also be necessary to consider the motion with 4 degrees of freedom or 6 degrees of freedom in addition to the plane motion generally used in studies of maneuvering motions.
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ABSTRACT: As one of the development directions of high-performance ships to reduce greenhouse gas emissions, there is research on high-performance propellers. However, in the case of conventional screw propellers, as they have been studied for a long time, there is a limit to improving efficiency only by depending on the conventional design and analysis methods. In this study, we tried to solve the problems using the Coanda effect by spraying a jet on the surface of the hydrofoil. The Coanda hydrofoil consists of a tunnel and jet slit to make jet flow. The computation was performed for each tunnel and slit position, and the efficiency according to the geometry of the hydrofoil was analyzed. In addition, a study on the 3D geometry change was conducted to analyze the performance according to the span direction spraying range and hydrofoil shape. As the height of the slit and the diameter of the tip were lower, when the slit is located in the center of the hydrofoil, the lift force increased and the drag force decreased. The increase rate of lift-to-drag ratio was different according to the shape of the hydrofoil, and the efficiency of the spraying condition of 0.1S-0.5S, which had the least effect on the vortex at the tip of the blade, was high for all 3D hydrofoils. When the geometry of the slit was optimized, and also the shape and spray range of the hydrofoil in 3D was considered, the efficiency of the jet sprayed hydrofoil was increased.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>Chord length of hydrofoil (m)</td>
</tr>
<tr>
<td>S</td>
<td>Span length of hydrofoil (m)</td>
</tr>
<tr>
<td>m</td>
<td>Mass flow rate (kg/s)</td>
</tr>
<tr>
<td>( V_{sl} )</td>
<td>Spraying velocity at slit (m/s)</td>
</tr>
<tr>
<td>( \rho )</td>
<td>Density (kg/m³)</td>
</tr>
<tr>
<td>( S_j )</td>
<td>Spraying jet area of the hydrofoil (m²)</td>
</tr>
<tr>
<td>( V_{in} )</td>
<td>Inflow velocity (m/s)</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Angle of attack (°)</td>
</tr>
<tr>
<td>( C_L )</td>
<td>Lift coefficient, ( C_L = \frac{L}{0.5 \rho V_{in}^2 C S} )</td>
</tr>
<tr>
<td>( C_D )</td>
<td>Drag coefficient, ( C_D = \frac{D}{0.5 \rho V_{in}^2 C S} )</td>
</tr>
</tbody>
</table>

1. Introduction

The International Maritime Organization (IMO) established its Energy Efficiency Design Index standard in 2013 and has been strengthening the regulations on air pollutants since 2020, such as lowering the baseline emissions of sulfur oxides (SOx) in ship fuel from 3.5% to 0.5%. As these regulations have been enforced, interest in improving the operational efficiency of ships for fuel savings has increased. To improve the propulsion efficiency of ships, attempts have been made to optimize the propeller designs and apply fuel-saving devices installed at the front and back of the propeller. However, the improved designs that maintain the existing framework have had a limitation in achieving dramatic fuel savings. In particular, screw propellers are propulsion machines using lift as a propulsion force, which is generated by the relative angle of attack created between the rotation of the propeller hydrofoils and the inflow, and have been used in ships for more than 150 years. Screw propellers have become currently the most efficient marine propulsion device through a long period of research and development, and for this reason, it is nearly impossible to improve the efficiency by more than 2% even if advanced optimization tools and analysis techniques are used. To dramatically improve the efficiency of conventional marine propulsion systems, beyond the concept of screw propellers, which have been in...
use since the 19th century, a new type of propulsion device should be
developed. In this study, we focused on applying the Coanda effect to
propeller hydrofoils for developing a high-efficiency propulsion
system that can be differentiated from conventional screw propellers.

A performance improvement of the wings when using the Coanda
effect has been mainly achieved in the aviation field by spraying the jet
along the surface of the wings. For example, Pfingsten and Radespiel
(2007) used jet blowing at the flap to delay a wing stall and obtain a
high lift. Furthermore, they compared the pressure distribution based
on the jet injection and angle of attack, thereby analyzing the effect of
the jet on the pressure distribution of the wing. In addition, Yoon et al.
(2012) used a main slit and a sub-slit to conduct a study on the Coanda
effect according to the spraying strength of each slit and the material
change in the cylinder shape, thereby experimentally and numerically
investigating the change in flow according to the spraying strength of
the two adjacent slits in the cylinder structure. Furthermore,
Djojodihardjo (2013) conducted a study on the vortex occurring at the
wing tip when a jet blows over the wing surface.

Furthermore, although studies have been conducted in a variety of
ways in the aviation field, in comparison, very few studies have been
conducted in the shipbuilding field, and representative studies include
those conducted by Seo and Lee (2013) and Seo et al. (2016). Seo and
Lee (2013) analyzed the performance of a Coanda hydrofoil by
spraying type based on the changes in the lift and drag characteristics
and the boundary layer for application to marine rudder systems. Seo
et al. (2016), by contrast, conducted a study on the performance
variation of a marine stabilizer fin based on the geometry and amount
of spraying of the slit.

Because the physical properties of water and air are different, a basic
study was conducted on applying the Coanda effect to the hydrofoils
of vessels, and a previous study analyzed the changes and cavitation
performance of lift and drag in a two-dimensional geometry (Eom et
al., 2020). Based on this, the present study investigated the position,
geometry, and scope of the jet slit and analyzed the three-dimensional
effect of a Coanda hydrofoil.

2. Numerical Validation

2.1 Experimental Equipment

Because comparisons of the results between this study and the
studies of other institutions have been limited, to validate the
numerical analysis results, we conducted experiments by creating our
own experimental equipment. The experiments were conducted in the
towing tank of Inha University, and the overall geometry of the
experimental equipment is as shown in Fig. 1. The towing tank of Inha
University has a drivable distance of approximately 45 m. In addition,
the capacity of the load cell used in the experiments was 100 N in the
±z-direction, and the capacity of the pump was 100W at maximum.
The chord length of the hydrofoil was 200 mm and the length in the
span direction was 300 mm. To increase the Reynolds number as much
as possible, the towing speed was set to 2 m/s, which was the fastest
speed possible within the allowed ranges of the load cell and the
towing carriage.

The experimental equipment consists of four main components: a
hydrofoil, a tube that supplies water to the spray jets, a chamber that
lets the water pass through the hydrofoil, and a frame for fixing the
hydrofoil on the carriage. Fig. 2 illustrates the drawings used for
fabrication of the experimental equipment. The hydrofoil was made of
acrylic material, and the angle of attack could be adjusted by rotating
the chamber fixed on both sides of the hydrofoil. Considering the
manufacturing tolerance, the height of jet spraying slit ($h_s$) was set to
0.5% (1 mm) of the chord length, and the diameter of the tip ($d_t$)
where the slit and the suction side meet was set to 0.5 mm, which was 50% of the slit height. The jet spraying range was 80% of the span direction, and Fig. 3 illustrates the geometry of the hydrofoil. For the cross-section of the hydrofoil, the same dimensional specifications of a previous study (Eom et al., 2020) was used.

2.2 Numerical Analysis and Conditions

In this study, we used STAR-CCM+ v13.06, a commercial program, to conduct the numerical analysis. An unsteady incompressible turbulence flow was selected as the condition of the numerical analysis, and a continuous equation and Reynolds-averaged Navier-Stokes (RANS) equation were considered as governing factors, as shown in Eqs. (1)–(2) below, respectively:

\[
\frac{d}{dt} \int_{dV} \rho \, dV + \int_{\partial V} \rho u \cdot n \, dS = 0
\]  
\[
\frac{d}{dt} \int_{dV} \rho \, dV + \int_{\partial V} \rho u \cdot n \, dS = \int_{\partial V} \left( \tau \cdot n \right) \cdot dS + \int_{dV} \rho \, dV
\]  

SST k-ω was used for the turbulence model. The SST k-ω model is a hybrid that combines the k-ε model with the k-ω model according to the characteristics of the flow field, and this model is usually considered when analyzing the turbulent flow phenomenon such as a propeller wake.

To implement a free surface, we used the volume of fluid (VOF) method, which is a typical method applied to implement free surfaces. The VOF method belongs to the class of Eulerian methods, and it is capable of implementing a multi-phase flow, and is suitable for implementing flat free surfaces of wide range, such as a free surface around a vessel. The VOF method uses the phase volume fraction concept to define the proportion of fluid in a grid, thereby classifying the phase to track the interface between phases.

Because the experimental equipment has asymmetry, the experiment was repeated many times to accurately measure the lift and drag. In addition, a numerical analysis was conducted by including the experimental equipment for an accurate comparison of the resulting values. Because the pump had a fixed output, the flow rate of the spray was adjusted by opening the level of the middle valve, and the jet momentum coefficient was reverse-calculated by attaching a hydraulic system to the tube connected to the hydrofoil and measuring the fluid pressure. After analyzing the experimental results, a numerical analysis was conducted under the same conditions using a reverse-calculated jet momentum coefficient. Fig. 4 illustrates the grid system used during the numerical analysis. For a comparison with the experimental results, the numerical analysis included the free surface and other experimental equipment, thereby applying approximately 6.4 million grids. The volume of jet spray is determined using Eq. (3), which shows the jet momentum coefficient:

\[
C_j = \frac{m V_{jet}}{\frac{1}{2} \rho S V_{jet}^2}
\]  

For a numerical validation, we conducted experiments and a numerical analysis using a normal hydrofoil, in which the internal geometry including the slit does not exist, and a Coanda hydrofoil, which facilitates the jet spray. The inflow rate was set to 2 m/s, and the experiment and numerical analyses were conducted by changing the angle of attack.

2.3 Results of Experiment and Numerical Analysis

Figs. 5 and 6 show the results of the experiment and numerical analysis. The experiment using the normal hydrofoil, in which a jet was not sprayed, was conducted after removing the tube that injects water. Fig. 5 shows the lift and drag coefficients by the angle of attack, and the experiment on the normal hydrofoil was conducted from zero to 6°. The resulting trend between the experiment and the numerical analysis was quite consistent, although the numerical analysis showed higher values in the lift and lower values in the drag. Therefore, the same trend was shown in the results of the Coanda hydrofoil, in which
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A jet was sprayed.

The experiment on a jet spray was conducted at angle of attack of zero, 2°, and 4°, and Fig. 6 shows the change in lift and drag forces based on the angle of attack and jet momentum coefficient. As mentioned above, the flow rate was adjusted by opening the level of the middle valve because the output of the pump could not be controlled in the experimental equipment. Hence, the jet momentum coefficient by the angle of attack was not constant. Because the drag

Fig. 5 Comparison of Normal hydrofoil performance between experiment and numerical simulation

Fig. 6 Comparison of Coanda hydrofoil performance between experiment and numerical simulation
converged to zero owing to the propulsion by the jet spray, its error rate was difficult to show. In the case of lift, by contrast, the error rate was generally less than 5%.

The Reynolds number under the conditions of the present experiment and the calculation was approximately $4.5 \times 10^5$, corresponding to a transition flow regime. However, the jet flow rate under the conditions of the experiment and numerical analysis was 7.3 m/s at maximum, at which the Reynolds number was $1.64 \times 10^6$, corresponding to a turbulent flow regime. Therefore, the fully turbulence model was selected, and when the results were compared, a same trend was shown in the lift and drag, respectively, for all angles of attack and $C_J$.

The above results demonstrated that the Coanda effect induced changes in the lift and drag characteristics, which were analyzed using a numerical analysis and were found to be sufficiently reliable; based on this result, using an additional numerical analysis, a study was conducted on a variety of spraying conditions.

3. Optimization of Slit Geometry

The numerical analysis was used to analyze the performance variation of the Coanda hydrofoil based on the height of the spraying slit ($h_s$), the height of the tip ($h_t$), and the position of the slit. Fig. 7 shows the calculation domain and the grid system of the numerical analysis used for a performance comparison between the slit geometries.

The spraying range of the jet was 80% of the span direction as in the experiment, and a two-dimensional calculation was conducted by assigning a symmetry boundary condition for both sides of the hydrofoil. However, considering that the water must flow in from one side when the jet is actually sprayed on the hydrofoil surface, we applied the inlet boundary condition to the left part of the hydrofoil. The basic geometry of the hydrofoil was identical to that of the experiment and based on the comparison between the numerical and experimental results, we created a grid system excluding the experimental equipment, in which approximately 2.9 million grids were used.

3.1 Performance Variation by Slit Height ($h_s$)

The geometry conditions considered to analyze the effect of the slit height were $h_s = 0.003C_t$, 0.005 $C_t$, and 0.007 $C_t$, and the calculation condition was $C_J = 0.02$–0.1. Under all conditions, the angle of attack was $4^\circ$, the flow rate was 2 m/s, and the diameter of the tip was $0.5 h_s$.

Fig. 8 shows the performance variation by the slit height. As the slit height decreases, the lift tends to increase overall, and in the case of drag, the slope changes according to the slit height. In general, $C_L/C_D$ is usually considered when analyzing the performance of a hydrofoil, whereas in the case of a Coanda hydrofoil, it is inappropriate to use $C_L/C_D$ for the analysis because the propulsion by jet spraying can be

![Fig. 7 Domain and grid system of numerical simulation for performance analysis according to the slit shape](image)

(a) Lift coefficient

(b) Drag coefficient

Fig. 8 Lift and drag performance according to slit height ($\alpha = 4^\circ$)
higher than the drag of the hydrofoil. Because the drag has a negative value in most of the above calculation conditions, \( C_l/(1+C_d) \) was used to analyze the trend of the lift according to the drag. Although it does not have much physical meaning because a constant was introduced, the change in lift by the drag can be easily checked.

Fig. 9 shows the trend according to the jet momentum coefficient and \( C_l/(1+C_d) \). It demonstrates that, as the slit height decreases, the performance of the hydrofoil increases according to the jet sprayed. Therefore, the slit height was fixed at \( h_s = 0.003C \) in the numerical analysis hereafter.

### 3.2 Performance Variation by Tip Height \( (h_r) \)

In this study, \( h_r = 0.25h_s, 0.50h_s, \) and \( 0.75h_s \) were used as the geometry conditions to analyze the performance variation by the height of the tip, and Fig. 10 illustrates the change in the hydrofoil performance according to the tip height. The variation in performance based on tip height was relatively simple: As the tip height decreases, the lift increased, and the drag decreased. The thickness of the tip may affect the Coanda effect of the jet sprayed from the slit (Yoon et al., 2012), and if the thickness of tip increases, a part of the jet, which should flow along the hydrofoil surface, may flow in the tip direction, thereby reducing the lift and drag performance from the Coanda effect.

Therefore, \( h_T \) was set to \( 0.25h_s \) in the rest of this study.

### 3.3 Performance Variation by Slit Position

Previous studies have shown that the performance increases as the slit height and the thickness of the tip decrease. However, considering the actual production problem, it is recommended to select as small of a slit height and tip thickness as possible. Following a study on the slit shape, this paragraph analyzes the trend based on the hydrofoil chord direction position of the slit. The geometry conditions considered included the position of the slit at \( 0.1C, 0.3C, \) and \( 0.5C \) on the front part of the hydrofoil, and the analysis was conducted at an angle of attack, \( 2^\circ, 4^\circ, \) and \( 6^\circ \). The results are illustrated in Fig. 11.

The results in Fig. 11 confirm that the lift is the largest and the drag is the smallest, thereby showing the best performance, when the slit is positioned at \( 0.5C \) on the front part of the hydrofoil. The condition of the slit position after \( 0.5C \) is not considered because the thickness of the hydrofoil decreases, and the cross-sectional internal geometry, which is the basis of this study, cannot be positioned. Because Eom et al. (2020) conducted a study on the hydrofoil geometry to improve the cavitation performance, the pressure distribution of the hydrofoil based on the slit position was analyzed. To compare the pressure distribution, Fig. 12 illustrates the pressure distribution on hydrofoil surface of each geometry under an angle of attack of \( 6^\circ \) and \( C_l = 0.08 \).

In the pressure distribution of each hydrofoil, it was confirmed that the pressure decreases significantly at \( x/C = 0.1, 0.3, \) and \( 0.5 \) owing to the jet flow at a high flow rate sprayed from the slit. Because the angle of attack and the jet spraying amount were identical, the pressure drop at the front part of the hydrofoil was similar in all three hydrofoils. In the case of \( 0.3C \) and \( 0.5C \) hydrofoils, the pressure drops occurring at the slit were similar, but in the case of the \( 0.1C \) hydrofoil, in which the slit was positioned right behind the front part of the hydrofoil, an extremely high pressure drop occurred at the slit. Based on this fact, it was determined that, in terms of the slit position, the most appropriate geometry for NACA66 (mod) hydrofoil is \( 0.5C \), which has a relatively uniform pressure distribution as well as a higher lift and lower drag than other slit positions, with respect to all values of \( C_l \).
4. Performance Variation According to 3D Effect and Spraying Range

An appropriate geometry of the jet slit for NACA66 (mod) was derived based on the performance variation of the hydrofoil with respect to the slit height, tip thickness, and slit position derived above, and based on this, this variation in performance according to the three-dimensional (3D) effect and the range of the jet spraying of the hydrofoil when applying the Coanda effect are analyzed in this section.

Fig. 13 shows the calculation domain used in the 3D numerical simulation. Although basically the same as shown in Fig. 7, the 3D effect was considered by assigning a size of 4S in the span direction.
4.1 Performance Variation According to 3D Effect

To analyze the 3D effect, a 3D analysis was conducted during which one side was opened in the aforementioned 2D calculation with an angle of attack of $4^\circ$. Fig. 14 illustrates the performance of the lift and drag according to the jet moment coefficient in the 2D and 3D geometries of the Coanda hydrofoil with an angle of attack of $4^\circ$ and a slit range of $0.8\,S$.

Overall, as the jet momentum coefficient increased, the lift force decreased and the drag force increased, whereby the lift force decreased by as much as about 42%. Although the geometry and spraying conditions of the Coanda hydrofoils were identical, the performance changed owing to the 3D effect because one side was opened. To analyze the causes of changes in the lift and drag forces, Fig. 15 illustrates the pressure and velocity distribution of the Coanda hydrofoil.

Fig. 15 shows comparisons of the pressure distribution, x-direction velocity, and y-direction velocity distributions between 2D and 3D Coanda hydrofoils. First, the 2D hydrofoil shows that the pressure distribution is formed relatively high compared to the 3D hydrofoil. In the case of the 2D hydrofoil, as confirmed in the x-direction velocity distribution, the direction of all flows at the upper part of the hydrofoil changes owing to the hydrofoil. In the case of a 3D hydrofoil, by contrast, the flow is reduced owing to the hydrofoil because of the 3D effect in the lateral direction of the hydrofoil. Thus, the pressure distribution is different between the 2D and 3D hydrofoils.

In the case of a 2D hydrofoil, the x-direction velocity distribution is uniform on the front part of the hydrofoil because the flow coming in is constant. Furthermore, because the water flows in and is delivered in the y-direction in the tunnel inside the hydrofoil, the x-direction flow rate sprayed from the slit is pushed to the span direction, thereby producing a difference in velocity. In the 3D calculation, the velocity distribution in the x-direction shows that the inflow changes velocity in the span direction, and the jet at the tip of the hydrofoil shows that the pushing phenomenon of the span-direction increases, thereby producing a strong jet flow around a side of the hydrofoil. In the velocity distribution of the 3D calculation in the y-direction, a strong vortex occurs at the side of hydrofoil, inducing the velocity in this direction, and this effect affects the jet spray, which causes larger changes of in the x-direction velocity in the 3D calculation than the 2D calculation. Fig. 16 shows the turbulent kinetic energy distribution to visualize the vortex occurring at the side of the hydrofoil and confirms that a high turbulent kinetic energy distribution appears at the side of the hydrofoil.
Fig. 15 Flow characteristics around the Coanda hydrofoil ($\alpha = 4^\circ$, $C'_f = 0.06$)

4.2 Performance Variation According to Change of Scale in the Span Direction

As shown in Fig. 17, a study was conducted by selecting two geometry types to analyze the performance variation when the geometry of the hydrofoil is changed by changing the scale of the span direction of the Coanda hydrofoil. The two types were labeled W-type and V-type, respectively, based on their geometry when considering the symmetry of the boundary conditions. W-type has a geometry whereby the size of the span direction changes to $0.625 \rightarrow 0.875 \rightarrow 0.625$, and in the case of the V-type, it changes in the sequential order of $1.0 \rightarrow 0.5 \rightarrow 1.0$. The projection area of the two geometries is identical.
At an angle of attack of 4°, Fig. 18 compares the lift and drag performances between the W-type, V-type, and the hydrofoil (Original) with a fixed chord length in the span direction. When the size of the chord changes in the span direction, the performance is better than that of the hydrofoil with a fixed chord length, and among them, the V-type shows a relatively larger lift force, and the W-type shows a relatively smaller drag force. To analyze the cause of the performance variation according to the geometry and flow characteristics of the two geometry types, Fig. 19 illustrates the flow characteristics under the conditions of an attack angle of 4° and a jet momentum coefficient of $C_j = 0.06$.

When Fig. 19(d) and Fig. 16 are compared, it can be seen that the vortex at the sides of the W-type and V-type hydrofoils are significantly smaller than that of the Original, and for this reason, the lift and drag performances of the W-type and V-type are high. In the case of Original, the y-direction velocity component is induced only by the vortex at the tip of hydrofoil before the jet slit, as shown in Fig. 15(c). By contrast, in the case of the W-type or V-type, the y-direction velocity component is induced by the slope of the hydrofoil even before the jet slit owing to the angle of inclination of the hydrofoil. As a result, the fluid at the front of the hydrofoil, which is pushed toward the span direction, flows along the slope, thereby reducing the vortex.

In both the W-type and V-type, a large difference occurs in the flow characteristics. In the case of the W-type, the highest lift force occurs around approximately 0.05°–0.45° because the slopes are opposite each other based on the center of the span direction. This phenomenon occurs because the flow is gathered within the 0.1°–0.4° area owing to the slope occurring in the shape of the W-type. At 0.5°, the W-type has a chord length of 0.875, at which the slit height is the highest, and for this reason, the jet spraying is concentrated at approximately 0.5°.

By contrast, in the case of the V-type, the slit height decreases gradually, and the jet is rarely sprayed after 0.6S, at which the slit height is low, and the jet is concentrated within the area of 0.6S or less where the slit height is high. Furthermore, as the y-direction velocity component is generated from the front end of hydrofoil, this movement reduces the vortex at the side of hydrofoil, and owing to this tendency, the V-type has a relatively high lift force compared to the cross-sectional area.

4.3 Performance Variation According to Slit Range

To analyze the performance variation according to the slit range in the span direction, an analysis was conducted for an angle of attack of 4° by changing the slit range in the Original hydrofoil, which had a fixed chord length in the span direction. The slit range was 0.1°–0.4°, 0.3°–0.7°, and 0.5°–0.9°, respectively. The geometry of the hydrofoil is illustrated in Fig. 20, and the numerical analysis results are shown in Fig. 21.
Fig. 19 Flow characteristics around the Coanda hydrofoil with 3D effect ($\alpha = 4^\circ$, $C_f = 0.06$)
A Study on the Performance Variation of a Three-Dimensional Hydrofoil Using Jet Flow

Fig. 20 Geometry of Coanda hydrofoil with various slit range

Fig. 21 Comparison of lift and drag performance with various slit range

Fig. 22 Flow characteristics around the Coanda hydrofoil with various slit range ($\alpha = 4^\circ$, $C_j = 0.06$) (continuation)
The lift force decreased overall by approximately 5%–60% in the current case with the half spraying range, as compared to the previous case of spraying 80% in the span direction. As shown in Fig. 21, the drag is extremely similar, with a difference of less than 0.5%, between the slit positions under all conditions, although the lift force shows large differences. When the slit range corresponds to 0.1<sub>°</sub>–0.5<sub>°</sub>, the lift force is at the highest, and as the slit position moves to the side, the lift force tends to decrease. In the case of drag, because the jet spray is identical under all conditions, the propulsion force in the forward direction of the hydrofoil is identical, thereby showing almost no difference in drag. To analyze the cause of the difference in the lift force, Fig. 22 illustrates the flow characteristics at a jet moment coefficient of \( C_{j} = 0.06 \).

In Fig. 22(b), as the position of the slit spraying the jet moves to the side, the volume of jet spray changes at the tip of slit, and the jet pushing increases. Furthermore, Figs. 22(c) and (d) show that the flow of the sprayed jet quickly joins the vortex at the side of the hydrofoil. When the slit range is 0.1<sub>°</sub>–0.5<sub>°</sub>, the pressure decrease immediately after the jet spray is the highest because the jet is sprayed at a point relatively far from the vortex at the side of the hydrofoil. Furthermore, considering that the y-direction velocity component increases as the jet spraying slit moves to the side, it is determined that the performance decreases because the sprayed jet is affected by such a vortex. As a result, the performance increases as the sprayed jet is less affected by the vortex generated at the side.

**5. Conclusions**

Based on a previous study by Eom et al. (2020), to optimize the geometry of jet slit, we conducted a study on the performance variation according to the position and height of the slit and the thickness of the tip where the slit and the top surface of the hydrofoil meet. As the height of slit decreased, the lift force of the hydrofoil increased compared to the drag force. If the thickness of the tip increases, the jet, which has to flow along the hydrofoil, flows along the tip owing to the Coanda effect, thereby increasing the lift and drag performance.

The NACA66 (mod) hydrofoil shows that the best performance is appeared when the slit is positioned at the center of the hydrofoil chord. However, a further study should be conducted to optimize the slit position according to the geometry of the hydrofoil because the pressure distribution is different between hydrofoils.

Afterward, to analyze the 3D effect, a calculation was conducted by opening one side of the hydrofoil in the 2D calculation. When one side is opened, a vortex is generated at the side of the hydrofoil owing to the 3D effect, and for this reason, the fluids flowing into the front part of the hydrofoil are pushed to the span direction, thereby decreasing the lift performance significantly. The vortex has an effect on the sprayed jet. In the results of the analysis conducted by moving the slit position of Coanda hydrofoil, which sprays 40% compared to the span used in the geometry of the Original hydrofoil, the volume of jet spray that joins with the vortex increases as the slit position moves toward the side of the hydrofoil. As a result, the lift performance decreases.
because the part that contributes to the circulation of the fluid around the hydrofoil decreases.

Finally, 3D geometries with a taper were studied. Compared to the Original hydrofoil, the hydrofoils having a slope showed a large decrease in vortex at the tip of hydrofoil. In the case of the Original hydrofoil, a large vortex is generated along with the y-direction velocity component, which increases rapidly at the tip of hydrofoil. By contrast, in the 3D geometries with a taper, the fluid is pushed to the span direction because of the y-direction velocity component produced from the front part of the hydrofoil, and as a result, the vortex is decreased at the side. Consequently, the impact of the vortex on the jet spray decreases, thereby increasing the lift and drag performance compared to the cross-sectional area.
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ABSTRACT: Slug flow is the most common multi-phase flow encountered in oil and gas industry. In this study, the hydrodynamic features of flow in pipes investigated numerically using computational fluid dynamic (CFD) simulations for the effect of slug flow on the vertical and bent pipeline. The compressible Reynolds averaged Navier-Stokes (RANS) equation was used as the governing equation, with the volume of fluid (VOF) method to capture the outline of the bubble in a pipeline. The simulations were tested for the grid and time step convergence, and validated with the experimental and theoretical results for the main hydrodynamic characteristics of the Taylor bubble, i.e., bubble shape, terminal velocity of bubble, and the liquid film velocity. The slug flow was simulated with various air and water injection velocities in the pipeline. The simulations revealed the effect of slug flow as the pressure occurring in the wall of the pipeline. The peak pressure and pressure oscillations were observed, and those magnitudes and trends were compared with the change in air and water injection velocities. The mechanism of the peak pressures was studied in relation with the change in bubble length, and the maximum peak pressures were investigated for the different positions and velocities of the air and water in the pipeline. The pressure oscillations were investigated in comparison with the bubble length in the pipe and the oscillation was provided with the application of damping. The pressures were compared with the case of a bent pipe, and a 1.5 times higher pressures was observed due to the compression of the bubbles at the corner of the bent. These findings can be used as a basic data for further studies and designs on pipeline systems with multi-phase flow.

1. Introduction

Multiphase flow could be encountered in many industrial fields, such as chemical processing, nuclear cooling systems, and oil and gas industries. The oil and gas industry is the most common industry where multiphase flow can occur among them due to the complex processes and oil and gas production, such as drilling, oil and gas transportation from a well to a refinery plant, and separation devices. The flow patterns/flow regimes can be classified into several types according to the flow rates, the geometry of the system, and the inclination of the pipe in the gas-liquid flow in pipes, such as bubbly flow, slug flow, plug flow, annular flow, and dispersed flow (Brennen, 2005). One of the most common and complex flow regimes is slug flow. Slug flow is identified by the large bullet-shaped bubble occupying more than 60% of the cross-sectional area of the pipe, which is well-known as a Taylor bubble (Davies and Taylor, 1950). This flow can cause severe internal pipe corrosion, a structural vibration leading to fatigue failure or resonance, and poor reservoir management in oil and gas systems. For a better understanding of slug flow, many experimental studies have been conducted. Among them, the particle image velocimetry (PIV) method is mostly used to measure the flow behavior around the Taylor bubble (Polonsky et al., 1999; Van Hout et al., 2002; Nogueira et al., 2006). Van Hout et al. (2002) investigated the flow field induced by a Taylor bubble rising in a motionless water condition using the PIV method. They measured the average velocity of 100 bubbles and the instantaneous bubble in three different areas. They reported that a rising bubble would not affect the liquid if the liquid was more than 0.5 diameters away from the bubble nose or 12 diameters away from the bubble tail. Nogueira et al. (2006) adopted the PIV method and pulsed shadow technique (PST) to obtain better visualization of the bubble. The velocity field around the bubble and the bubble shape were measured under stagnant and
flowing liquid conditions. The results showed that the bubble shape is strongly dependent on the liquid viscosity.

Although remarkable experimental studies have been conducted to understand slug flow behavior, computation is still necessary to understand the complex nature of slug flow because of the experimental limitations and difficulties. Early numerical studies on slug flow in a vertical pipe revealed computational fluid dynamics (CFD) to be the most effective method to overcome the experimental limitations and study the hydrodynamic characteristics of slug flow in a pipe. Kawaji et al. (1997) reported that the bubble length does not affect the bubble terminal velocity in a stagnant liquid through a vertical pipe using the volume of fluid (VOF) method. Clarke and Issa (1997) proposed a new numerical model that accounts for the small-dispersed bubble behind a Taylor bubble. The model revealed inaccurate results against their assumption. Therefore, they suggested that a future model should use two-fluid model to simulate slug flow with dispersed bubbles properly. Bugg et al. (1998) studied the hydrodynamics characteristics of slug flow in a vertical pipe using VOF. They showed that the results, including bubble shape, bubble rising velocity, liquid film thickness, had good agreement with the experimental data in the literature.

The VOF method is one of the powerful methods that is used widely in this topic (Ndimisa et al., 2005; Taha and Cui, 2006; Zheng and Che, 2007). Among them, Taha and Cui (2006) have published remarkable work. The author discovered that the character of the wake pattern behind the bubble region could be divided by an inverse viscous number, and the change in the liquid viscosity and surface tension results in a change in bubble shape. Later, Kang et al. (2010) discovered that the Archimedes number determines the size of the wake region. Yan and Che (2011) performed a numerical study on the mechanism of slug flow-induced CO2 corrosion with and without dispersed bubbles. More recently, Massoud et al. (2018) considered dimensionless parameters in the analysis to understand the Taylor bubble rising problem. The correlation, which consists only of the Reynolds and the Froude number, was introduced to calculate the bubble rise velocity.

Despite the significant numerical and experimental studies published on Taylor bubble flow in pipes, they focused mainly on the hydrodynamic features of slug flow; hence, the pressure data induced by slug flow is limited. To investigate the pressure induced by slug flow, a simulation was performed by changing the air injection velocity in the vertical pipe. The effect of the bubble length on the pressure oscillation in the vertical pipe was found, and the peak pressure at different air injection velocities was analyzed. The pressure damping in the pipe was studied using a method to calculate the roll-damping coefficient for the lateral motion of a ship. The bent pipe was studied under the same simulation conditions as the vertical pipe to examine the effects of geometry on the peak pressure in a pipe. In addition, the effects of a change in the air injection velocity on the peak pressure were compared with the effects of a change in the water velocity on the peak pressure.

2. Computational Setup

2.1 Model Geometry

Fig. 1 shows a schematic image of the vertical with the details of two inlets. A 32 mm diameter vertical pipe, 2.5 m in length, with two inlets, one for the water inlet and the other for the air inlet, was used to simulate air-water slug flow in a vertical pipe. Once a certain amount of air was injected, a bubble was self-generated due to the buoyancy induced by the density difference between the water and air. The pressure fluctuations on the wall were monitored using five probes for the simulation time at five different locations (PG1, PG2, PG3, PG4, and PG5). In addition, the same diameter pipeline but bent at 2.5 m was also used to determine the effects of slug flow on a curved pipe wall. Fig. 1(b) presents the bent pipeline geometry. Air was injected through the air inlet at different velocities. Pressure monitors were placed at different positions (PG6, PG7, PG8, and PG9); the solution domain refers to the experiment by Nogueira et al. (2006).

2.2 Governing Equation

The CFD software Star-CCM+ (CD-Adapco, 2015) was used to simulate the single Taylor bubble rising in the vertical and bent pipe in the co-current condition. In Star-CCM+, the finite volume method (Hirsch, 1988) was considered to discretize the governing equations. As governing equations, continuity Eq. (1) and the Reynolds-averaged Navier-Stokes (RANS) equation (Eq. (2)) are used as follows:

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u_i) = 0 \]  

\[ \frac{\partial (\rho u_i)}{\partial t} + \nabla \cdot (\rho u_i u_j) = -\nabla p + \frac{\partial}{\partial x_j} \left[ \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \delta_{ij} \frac{\nabla \cdot u}{\rho} \right) \right] - \rho \beta g_i \]  

where \( u_i \), \( \rho \), \( \beta \), \( \mu \), \( \rho_f \), and \( g \) are the fluid velocity, fluid density, time, coordinate, pressure, kinematic viscosity of the fluid, and gravitational force, respectively. The Realizable \( k-\epsilon \) model was used to close the RANS equation throughout the study.
To consider the energy convergence and compressibility of air, the energy convergence equation (Eq. (3)) and the ideal gas equation (Eq. (6)) were used in the study.

\[
\frac{\partial E}{\partial t} + \frac{\partial (\rho E u_i)}{\partial x_i} = \frac{\partial (\rho u_i u_j)}{\partial x_j} + \rho g_i - \frac{\partial P}{\partial x_i} \tag{3}
\]

\[
E = e + \frac{1}{2} u_i u_i \tag{4}
\]

\[
de = C_t(T) dT \tag{5}
\]

\[
P = \rho RT \tag{6}
\]

where \(E\), \(P\), \(R\), \(T\), \(e\), and \(C_t\) are the energy, pressure, gas constant (287 J/kgK in this study), temperature, internal energy, and specific heat at a constant volume (0.717 kJ/kgK in this study).

The Volume of Fluid (VOF) method developed by Hirt and Nichols (1981) was used to track the interface of air and water. The VOF method calculates the volume fraction of the gas and volume fraction of liquid in every computational cell, as shown in Eq. (7).

\[
\frac{\partial \alpha_g}{\partial t} + \frac{\partial (\alpha_g u_i)}{\partial x_i} = 0, \quad \alpha_g + \alpha_l = 1 \tag{7}
\]

where \(\alpha_g\) is the volume fraction of gas and \(\alpha_l\) is the volume fraction of the liquid. When the volume fraction of gas is 0 in the cell, it means it is in the liquid phase, where the volume fraction of liquid is 1. As a result, the gas-liquid interface exists in the cell where the volume fraction of gas is between 0 and 1.

### 2.3 Convergence and Turbulent Model Test

Before examining the effect of slug flow in a pipe using the CFD tool, the grid convergence test was performed about the terminal velocity, which is the constant speed due to the restraining force exerted by the fluid and is one of the main hydrodynamic features of slug flow. The CFD simulations at a liquid velocity of 0.074 m/s, which corresponds to the Reynolds number based on the bubble terminal velocity \(Re_{UTB}\) of 325 was carried out, and the simulation results were compared with the available experimental data (Nogueira et al., 2006). The coarse and fine meshes were derived by decreasing and increasing the cell numbers per pipe diameter using a refinement factor \(r_k\) of \(\sqrt{2}\) (Bockmann et al., 2014) with a polyhedral mesh. Table 1 provides details of the mesh system. Fig. 2 presents the result of the convergence tests with three different systems, where UTB denotes the bubble terminal velocity. The bubble terminal velocity decreased with increasing number of cells, especially from the coarse mesh to the base mesh system. Grid uncertainty analysis was conducted using the triplets, \(G_1\), \(G_2\), and \(G_3\), with a uniform parameter ratio chosen for \(\sqrt{2}\). \(S_1\), \(S_1\), and \(S_1\) are the corresponding solutions of the bubble terminal velocity using the coarse, base, fine mesh grid, respectively. To determine the convergence, the convergence ratio \((R_k)\), order of accuracy \((P_k)\), and grid uncertainty \((U_k)\) based on the Grid Convergence Index (GCI, Stern et al., 2006; Seo et al., 2016) were obtained using the Eqs. (8)–(10).

\[
R_k = \frac{S_{G_2} - S_{G_1}}{S_{G_2} - S_{G_3}} \tag{8}
\]

\[
P_k = \frac{\ln(S_{G_2}/S_{G_3})}{\ln(r_k)} \tag{9}
\]

\[
U_k = F_s \left| \frac{S_{G_2} - S_{G_1}}{S_{G_2} - S_{G_1}} \right| \tag{10}
\]

where \(S_{G_1}, S_{G_2}, S_{G_3}\) are the differences between coarse-base and base-fine solutions, \(F_s\) is a factor of safety (1.25 was used in this study based on the recommendation by Roache (1998)), and \(U_{k_{base}}\) is an estimate of the limiting order of accuracy to 2. When \(R_k\) is in the range between 0 and 1, it is called the monotonic convergence.

The grid uncertainty study revealed a monotonic convergence for the bubble terminal velocity with \(R_{k,G} = 0.333\) (Table 2). The grid uncertainty \((U_{k,G})\) of 1.540% also verified the monotonic convergence, which is when \(U_{k,G} < 5.00\%\). Based on the results of the grid convergence test, the medium mesh structure \((G_2)\) was chosen for further simulations in the study.

### Table 1 Grid numbers and the bubble terminal velocity

<table>
<thead>
<tr>
<th>Case name</th>
<th>Mesh</th>
<th>Grid number</th>
<th>(S_{UTB})</th>
<th>Time step (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(G_1)</td>
<td>Coarse</td>
<td>850,000</td>
<td>0.345</td>
<td></td>
</tr>
<tr>
<td>(G_2)</td>
<td>Base</td>
<td>1,800,000</td>
<td>0.330</td>
<td>1.00 x 10^{-3}</td>
</tr>
<tr>
<td>(G_3)</td>
<td>Fine</td>
<td>4,490,000</td>
<td>0.325</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2 Grid uncertainty analysis results

<table>
<thead>
<tr>
<th>Parameter</th>
<th>(S_{G_1})</th>
<th>(S_{G_2})</th>
<th>(R_{k,G})</th>
<th>(P_k)</th>
<th>(U_{k,G})%</th>
</tr>
</thead>
<tbody>
<tr>
<td>(U_{TB})</td>
<td>1.500 x 10^{-2}</td>
<td>5.00 x 10^{-3}</td>
<td>0.333</td>
<td>3.170</td>
<td>1.540</td>
</tr>
</tbody>
</table>

%\* of fine grid mesh value

---

*Fig. 2 Grid convergence test for the bubble terminal velocity*
Table 3 Time step and bubble terminal velocity

<table>
<thead>
<tr>
<th>Case name</th>
<th>Mesh</th>
<th>Time step (s)</th>
<th>$U_{TB}$</th>
<th>Grid number</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$</td>
<td>Coarse</td>
<td>$1.41 \times 10^{-3}$</td>
<td>0.337</td>
<td></td>
</tr>
<tr>
<td>$T_2$</td>
<td>Base</td>
<td>$1.00 \times 10^{-3}$</td>
<td>0.330</td>
<td>1,800,000</td>
</tr>
<tr>
<td>$T_3$</td>
<td>Fine</td>
<td>$7.07 \times 10^{-4}$</td>
<td>0.326</td>
<td></td>
</tr>
</tbody>
</table>

Table 4 Time step uncertainty analysis result

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\epsilon_1$</th>
<th>$\epsilon_2$</th>
<th>$R_{k,T}$</th>
<th>$P_{k,T}$</th>
<th>$U_{k,T}$ *%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_{TB}$</td>
<td>$7.00 \times 10^{-3}$</td>
<td>$4.00 \times 10^{-3}$</td>
<td>0.571</td>
<td>1.610</td>
<td>1.212</td>
</tr>
</tbody>
</table>

%* of fine grid mesh value

Fig. 3 Time convergence test for the bubble terminal velocity

The same procedures were also performed for the time step uncertainty analysis of the simulations. Tables 3 and 4 provide details of the time step uncertainty analysis. The result also shows the monotonic convergence with $R_{k,T} = 0.571$ and time uncertainty with $U_{k,T} = 1.21\%$ (Fig. 3). Both the grid convergence test and time convergence test results were in the monotonic convergence range, and the uncertainty was below 5.00%. Therefore, the base mesh system was chosen, and the time step was set to $1.00 \times 10^{-3}$ regarding the computational time and accuracy of the result.

Table 5 Comparison of bubble terminal velocity for various turbulent models

<table>
<thead>
<tr>
<th></th>
<th>Experiment (Nogueira et al., 2006)</th>
<th>Laminar $k-\varepsilon$</th>
<th>$k-w$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Velocity (m/s)</td>
<td>0.364</td>
<td>0.292</td>
<td>0.330</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>-</td>
<td>19.7</td>
<td>9.3</td>
</tr>
</tbody>
</table>

Fig. 4 Comparison of bubble shape for various turbulent models

The flow in the present study was strictly a laminar-liquid and turbulent gas problem (Biberg, 2005). Therefore, the flow characteristics cannot be defined simply by the Reynolds number, such as single-phase flow. To study this type of flow, Naraigh et al. (2011) examined the effects of an interaction between the laminar liquid and turbulent gas in the interface using a physical model. On the other hand, this method is limited in the commercial program Star-CCM+. Therefore, the entire flow region was assumed to be turbulent flow based on fully-developed turbulent gas. Tables 5 and Fig. 4 compare the bubble characteristics in different turbulent models. The Realizable $k-\varepsilon$ model showed better agreement than the others. Therefore, the Realizable $k-\varepsilon$ was used in this study.

(a) Snapshot (b) bubble shape

Fig. 5 The experimental and numerical shape of Taylor bubble
2.4 Validation

The simulation was validated by a comparison with the experimental results reported by Nogueira et al. (2006) on a single Taylor bubble rising in co-current flow conditions. The experimental condition corresponds to \( R_{UTB} = 325 \), Froude number \( (F_{UTB}) = 0.68 \), and Eotvos number \( (E_o) = 167 \). Fig. 5 compares the simulation and the experimental result of the Taylor bubble shape and liquid film thickness; both are the main hydrodynamic features of the Taylor bubble mentioned by Araújo et al. (2012).

The present simulation agreed well with the bubble shape with a mean difference in the liquid film thickness of 4.11%. The simulation could predict the shape of a bubble with a reasonable liquid film thickness compared to the experimental results.

Fig. 6 shows the axial and radial distribution of the y-direction velocity in the liquid film, comparing the CFD results and experimental results. Fig. 6 presents acceptable matching between the CFD result and experimental result within a 10% difference. The radial velocity distributions can be compared with the theoretical values suggested by Brown (1965), and the differences were much less than those with the experimental results because the PIV measurements usually have a high level of errors near the bubbles due to the diffraction of its laser sheet.

Furthermore, the bubble terminal velocity of the simulation was compared with the theoretical and experimental results, as shown in Table 6, with the respective deviation. Dumitrescu (1943) suggested a correlation for the bubble terminal velocity, which was developed by Nicklin et al. (1962) as Eqs. (9) and (10).

\[
U_0 = 0.351 \sqrt{gD} \quad (11)
\]

\[
U_{TB} = C_1 V_m + U_0 \quad (12)
\]

where \( g \), \( D \), \( C_1 \), and \( U_m \) are the gravitational force, diameter, dimensionless coefficient, and mean flow, respectively. The value for the terminal velocity followed the theoretical value and experimental value well. The validation of the present numerical code was conducted around the main hydrodynamic features, such as the bubble shape, bubble terminal velocity, liquid film thickness, and liquid film velocity. All simulations showed good agreement with the experimental data.

2.5 Case Study

In the present study, the first five cases were performed using the vertical pipe by changing the air injection velocity. The liquid velocity and air volume remained constant at 0.074 m/s and 3.06 × 10^-4 m³, respectively, which are the same as the experimental data to investigate only the effects of the air injection velocity. The bending pipe was inevitable in the pipeline design for optimal space use under the limited design conditions. Therefore, the vertical pipe and the vertical to horizontal 90° bent pipe were investigated to examine the effects of geometry in the pipe. From Cases 6 to 10, the bent pipe was used to study the effect of geometry under the same conditions as the first five cases. In addition, the simulation considered the laminar, transient, and turbulent regimes by changing the water velocity while keeping the air injection velocity constant to compare the effect of the air injection velocity and the effect of the water velocity. Table 7 provides details of the simulation case.

<table>
<thead>
<tr>
<th></th>
<th>CFD (Present)</th>
<th>Theory (Nicklin, 1962)</th>
<th>Experiment (Nogueira et al., 2006)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bubble terminal velocity (m/s)</td>
<td>0.330</td>
<td>0.344</td>
<td>0.364</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>-</td>
<td>4.2</td>
<td>10.3</td>
</tr>
</tbody>
</table>
3. Simulation Results

3.1 Slug Flow in a Vertical Pipe

Fig. 7 presents snapshots of the VOF image, which was taken from 0.50 s to 5.00 s with a 0.10 s interval. Cases 1 and 5 were compared to show the difference in bubble behavior at different air injection velocities. The air injection velocity was 0.19 m/s and 3.04 m/s, respectively. In the relatively smaller air injection velocity of 0.19 m/s (Case 1), the air was compressed when the air is started to be injected, and the size of the bubble increased. In Case 5, however, which has a higher air injection velocity of 3.04 m/s, the air fluctuated with the injection and stabilized. The bubble behavior is described quantitatively as the length of the bubble and is shown in Fig. 8 with the pressure fluctuations at PG2. In Case 1, the bubble length barely changed during the simulation time, and the pressure fluctuations were small. In the Case 5, however, the bubble length initially changed dramatically then stabilized in 2.00 s. A peak pressure occurred at the moment air was first injected, followed by pressure vibrations. Therefore, the air injection velocity affects the bubble length, and it brings a change in pressure fluctuation in the pipe.

Table 7: Simulation cases for the bubble rising in a pipe

<table>
<thead>
<tr>
<th>Case</th>
<th>Air injection velocity (UA) (m/s)</th>
<th>Liquid velocity (UL) (m/s)</th>
<th>Geometry</th>
<th>$Re_L$</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>0.190</td>
<td></td>
<td>Vertical</td>
<td>66</td>
<td>Laminar</td>
</tr>
<tr>
<td>Case 2</td>
<td>0.380</td>
<td></td>
<td>Vertical</td>
<td>66</td>
<td>Laminar</td>
</tr>
<tr>
<td>Case 3</td>
<td>0.760</td>
<td>0.074</td>
<td>Vertical</td>
<td>66</td>
<td>Laminar</td>
</tr>
<tr>
<td>Case 4</td>
<td>1.520</td>
<td></td>
<td>Vertical</td>
<td>66</td>
<td>Laminar</td>
</tr>
<tr>
<td>Case 5</td>
<td>3.040</td>
<td></td>
<td>Vertical</td>
<td>66</td>
<td>Laminar</td>
</tr>
<tr>
<td>Case 6</td>
<td>0.190</td>
<td></td>
<td>Bent</td>
<td>66</td>
<td>Laminar</td>
</tr>
<tr>
<td>Case 7</td>
<td>0.380</td>
<td></td>
<td>Bent</td>
<td>66</td>
<td>Laminar</td>
</tr>
<tr>
<td>Case 8</td>
<td>0.760</td>
<td>0.074</td>
<td>Bent</td>
<td>66</td>
<td>Laminar</td>
</tr>
<tr>
<td>Case 9</td>
<td>1.520</td>
<td></td>
<td>Bent</td>
<td>66</td>
<td>Laminar</td>
</tr>
<tr>
<td>Case 10</td>
<td>3.040</td>
<td></td>
<td>Bent</td>
<td>66</td>
<td>Laminar</td>
</tr>
<tr>
<td>Case 11</td>
<td></td>
<td></td>
<td>Bent</td>
<td>339</td>
<td>Laminar</td>
</tr>
<tr>
<td>Case 12</td>
<td>0.380</td>
<td></td>
<td>Bent</td>
<td>670</td>
<td>Laminar</td>
</tr>
<tr>
<td>Case 13</td>
<td></td>
<td></td>
<td>Bent</td>
<td>1340</td>
<td>Laminar</td>
</tr>
<tr>
<td>Case 14</td>
<td>0.380</td>
<td></td>
<td>Bent</td>
<td>2412</td>
<td>Transition</td>
</tr>
<tr>
<td>Case 15</td>
<td></td>
<td></td>
<td>Bent</td>
<td>2590</td>
<td>Transition</td>
</tr>
<tr>
<td>Case 16</td>
<td></td>
<td></td>
<td>Bent</td>
<td>2714</td>
<td>Transition</td>
</tr>
</tbody>
</table>

Fig. 8 presents the growth of the bubble in a vertical pipe for Case 1 and 5, respectively, with the air injection velocity of 0.19 m/s and 3.04 m/s. The pressure fluctuations at PG2 show that the bubble length initially changed dramatically then stabilized in 2.00 s. A peak pressure occurred at the moment air was first injected, followed by pressure vibrations. Therefore, the air injection velocity affects the bubble length, and it brings a change in pressure fluctuation in the pipe.
behavior at various measurement positions with those different pressure magnitude. This means that air injection affects the entire region of the pipeline with different injection velocities. Furthermore, a high level of pressure fluctuations was observed in Case 5 because of its high injection velocity. The fluctuations were very small in Case 1, which had the smallest injection velocity.

Fig. 10 presents the results of the peak pressure analysis. The figure shows the change in peak pressure as a function of the air injection velocity and the peak pressure in each location. The peak pressure in the vertical pipe increased linearly with increasing the air injection velocity (Fig. 10(a)). On the other hand, an opposite trend was observed when the peak pressure was normalized by the air injection velocity. Considering the movement of bubbles (Fig. 7), the peak pressure in the pipe was influenced greatly by the compression of air. When air is injected at a relatively slow flow rate, the air compresses and forms a Taylor bubble and shows a large peak pressure. At a fast flow rate, however, the air is dispersed and shows a small peak pressure, y. Fig. 10(c) shows the dimensionless peak pressure at different locations in each case. The peak pressure increased slightly from PG1 to PG2, and the largest peak pressure is shown in PG2,
which decreases gradually from PG2 to PG5 in all cases.

Fig. 11(a) presents the pressure fluctuations at 0.19 m/s of the air injection velocity as a time history. The pressure showed a peak at 0.50 s when air was injected first and decreased with time. The damping was similar to the roll damping for the ship lateral motion. To study this pressure damping, the roll damping coefficient was calculated using Eqs. (13) and (14):

\[
A_n = \frac{P_n + P_{n+1}}{2}
\]

(13)

\[
D_n = P_n - P_{n+1}
\]

(14)

where \(P_n\) is the amplitude of the peak pressure, and \(A_n\) and \(D_n\) are the average and difference of the two successive peak pressure, respectively.

Using Eqs. (13) and (14) with the successive positive peak and negative peak from the pressure data (Fig. 11(a)), the extinction curve was plotted, as shown in Fig. 11(b). At five different locations, the extinction curves were plotted by changing the air injection velocity.

As shown in Fig. 12, the gradient of the extinction curve increased with increasing air injection velocity. This means that the pressure fluctuations at a higher air injection velocity were damped faster than those at a lower air injection velocity. On the other hand, the gradient of the extinction curve was unaffected by the location. As described above, the method to calculate the roll-damping coefficient for ship lateral motion was applied to the pressure oscillation induced by the bubble in a pipe. Water appears to play an important role in damping the pressure.

3.2 Slug Flow in a Bent Pipe

As shown in Fig. 13, the peak pressure around the bent area at different air injection velocities was studied. The normalized peak pressure, as the pressure coefficient in the bent pipe, decreased with
increasing distance from the inlet. This trend weakened as the air injection velocity increased. Although it was expected that the peak pressure difference between PG7 and PG8 was due to the gravitational force, the difference was not noted in terms of the peak pressure. The lack of an apparent difference between PG7 and PG8 might due to the hydrostatic pressure becoming negligible because of high peak pressure.

The peak pressure analysis in the bent pipe was also conducted and compared with the peak pressure in the vertical pipe. As shown in Fig. 14 (a), the peak pressure in the bent pipe increased with increasing air injection velocity in the same manner of the vertical pipe. Similarly, the peak pressure in the bent pipe was normalized by air injection velocity. The dimensionless peak pressure in the bent pipe decreased more dramatically than that in the vertical pipe as the air injection velocity increased. The largest peak pressure in the bent pipe was 1.5 times higher than that in the vertical pipe. The highest peak pressure in the bent pipe occurred in PG1' and decreased with increasing distance from the inlet to the pressure gauge.

Fig. 15 shows the velocity field of the vertical pipe and bent pipe. When the air was injected, the fluid was stuck at the bend, and instantaneously, a stagnant point that could not be seen in the bent pipe was formed. The velocity was monitored, where the stagnant point was formed in the bent pipe, and the vertical pipe was also monitored at the same location as the one in the bent pipe. Fig. 16 shows the time histories of the velocity at the measurement probe shown in Fig. 15 for Cases 5 and 10. Note that the measurement point for the vertical pipe was 2.4 m away from the inlet and that for the bent pipe was 2.5 m to avoid simulation errors near the pressure outlet. As shown in Fig. 16, the velocity at 0.50 s, when the peak pressure occurs in the vertical pipe, was 4.40 m/s, but the velocity at 0.50 s in the bent pipe was 1.20 m/s. The flow in the bent pipe was slower than that in the vertical pipe, which means that the fluid does not flow properly in the bent pipe. In addition, the velocity in the bent pipe became instantaneously zero when the peak pressure occurred, but there was no point where the velocity became zero in the vertical pipe at 0.50 s. This can explain why the peak pressure in the bent pipe was higher than that in the vertical pipe.
3.3 Effect of Water Velocity

The effect of the water velocity on the peak pressure in a pipe was investigated by measuring the peak pressure in the bent pipe after changing the water velocity from 0.38 m/s to 3.00 m/s at a fixed air injection. While the peak pressure increased with increasing air injection velocity, the peak pressure increased linearly with increasing water velocity until the water velocity reached to 1.52 m/s, but it decreased after water velocity was more than 1.52 m/s and started to rise slightly at 2.70 m/s and reached the peak pressure, even though the water velocity increased after 3 m/s, as shown in Fig. 17(a). The linear increase region was under the laminar flow. Moreover, the peak pressure of the transient region was irregular, and the region where the peak pressure maintained a certain level was turbulent. When the peak pressure was normalized as the pressure coefficient (Fig. 17(b)), a similar trend was observed for all water flow regimes when the air velocity was changed as the pressure coefficient decreased with increasing water velocity. This means that the compressibility of air is also affected by the water velocity, and its effect is higher when the flow velocity is relatively small.

4. Conclusion

In the present study, the pressures induced by the slug flow in the pipeline were investigated numerically using Star-CCM+. The vertical and bent pipes were considered for various air and water injection velocities. The simulation setups were tested by changing the mesh size and time step based on the GCI method. The simulations were validated with experimental and theoretical data with good agreement for the main hydrodynamic characteristics of a Taylor bubble, i.e., the bubble shape, bubble terminal velocity, and liquid film velocity. The slug flow simulations were conducted by varying the air injection velocity from 0.19 m/s to 3.04 m/s and water velocity from 0.38 to 3.04 to investigate the effects of the bubble on the pressures in the pipeline. The key findings are summarized as follows.

(1) The peak pressures were observed when the air was injected into the pipeline, and pressure oscillations were followed by fluctuations of the bubble length. The pressure oscillations occurred due to the compressibility of air, and the magnitude increased for high air injection velocities. Furthermore, the pressure oscillations showed the...
same trend for all the measurement positions because the bubbles affect the entire region of the pipeline.

(2) The peak pressure showed the maximum at the PG2, which was located 20D from the inlet, and it increases with increasing air injection velocity. An opposite trend was shown after normalizing the pressure to the pressure coefficient using the air injection velocity. This means that the peak pressure is strongly affected at lower air injection velocities, because the bubbles can be compressed more at those velocities.

(3) The pressure damping in the vertical pipe was investigated using the method to calculate the roll damping coefficient for the lateral motion of a ship. Damping is stronger at higher air injection velocities, while the distance from the inlet did not affect pressure damping.

(4) When the pipe had a bend, the peak pressure showed a 1.5 times larger magnitude than that in the vertical pipeline in the same air and water injection velocity. The water has a stagnant point at the corner of the bend and causes more air compression in the bent pipe.

(5) The compressibility of the air was also affected by the water velocity, and its effect was higher when the flow velocity was relatively small, showing a similar trend to the air injection velocity. The change in peak pressure with various water velocities was linear when the flow regime was laminar, but it fluctuated when the water velocity increased.

Overall, bends in pipes where slug flow is expected should be minimized in the pipeline design stage because a bent pipe is more vulnerable to slug flow than a vertical one. These findings are based on a simple pipeline geometry, and it can provide useful data for other experimental studies. Nevertheless, further studies on pipeline system design considering slug flow will be needed.
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1. Introduction

In these days, countries around the world have been implementing increasingly stringent environmental regulations on ships. In particular, the International Maritime Organization (IMO) has enforced the regulation to reduce the maximum permitted sulfur content of the exhaust gas emitted from ships from 3.5% to 0.5% since January 1, 2020, and the Maritime Emission Protection Committee (MEPC) agreed to a minimum 50% reduction of the annual greenhouse gas emissions from the total ships by 2050 compared to the level of greenhouse gas emissions in 2008 (Jeong, 2019; Park, 2019; Ji and El-Halwagi, 2020). As a result, alternative energy sources, such as LNG and hydrogen, have begun to attract considerable attention. On the other hand, because LNG-powered ships still emit greenhouse gases (GHG), it is difficult to achieve the MEPC GHG reduction target, even if all the currently operated vessels are replaced with LNG-powered ships. Therefore, from a long-term perspective, hydrogen-powered ships are attracting increasing attention since hydrogen has similar advantages to LNG. Moreover, hydrogen-powered ships have low noise and vibration, a simple drive system, and no GHG emissions (Lee et al., 2019).

Like LNG, hydrogen needs to be kept in a cryogenic liquid state to maximize its transportation efficiency. Accordingly, it is necessary to develop technologies for a cargo handling system (CHS) and fuel gas supply system (FGSS) by considering insulation and boiling. Hence, methods for accurate analysis of the characteristics of cryogenic liquids are needed to determine the equipment-related specifications of these systems and develop safety standards.

In the analysis of the thermal flow in a pipe through which a cryogenic liquid flows, the physical phenomenon that needs to be considered is the boiling phenomenon. In this study, a feasibility study applying the boiling model was conducted to analyze the multiphase-thermal flow in the pipe considering the phase change. Two types of boiling models were employed and compared to implement the subcooled boiling phenomenon in nucleate boiling numerically. One was the "Rohsenow boiling model", which is the most commonly used one among the VOF (Volume-of-Fluid) boiling models under the Eulerian-Eulerian framework. The other was the "wall boiling model", which is suitable for nucleate boiling among the Eulerian multiphase models. Moreover, a comparative study was conducted by combining the nucleate site density and bubble departure diameter model that could influence the accuracy of the wall boiling model. A comparison of the Rohsenow boiling and the wall boiling models showed that the wall boiling model relatively well represented the process of bubble formation and development, even though more computation time was consumed. Among the combination of models used in the wall boiling model, the simulation results were affected significantly by the bubble departure diameter model, which had a very close relationship with the grid size.

The present results are expected to provide useful information for identifying the characteristics of various parameters of the boiling model used in CFD simulations of multiphase-thermal flow, including phase change and selecting the appropriate parameters.
considered is 'boiling'. When a cryogenic liquid flows through a pipe, boil-off gas (BOG) or vapor is generated due to the boiling phenomenon caused by heat transfer resulting from the temperature difference between the wall surface and the liquid. An increase in the amount of BOG causes changes pressure in the pipe leading to safety problems. Problems related to BOG generation while transporting cryogenic fluids need to be dealt with urgently before hydrogen-powered ships can be commercialized.

Experimental studies have been carried out to improve the heat transfer performance or investigate the impact of critical heat flux on the industrial equipment and systems in relation to the thermal performance of industrial equipment, such as boilers, nuclear reactors, and cryogenic fluid systems (Krepper et al., 2007). Bartolemei and Chanturiya (1967) proposed relationships between the fluid enthalpy, temperature, and void fraction based on the experimental results. Tolubinsky and Kostanchuck (1970) presented the relationships between the subcooling temperature, bubble departure diameter, and frequency derived from experiments.

In recent years, at the forefront of various engineering design areas, the analysis of fluid flow problems using computational fluid dynamics (CFD) has been gaining attention. Studies to elucidate the process of boiling have been conducted in the field of nuclear engineering. Krepper et al. (2007) performed CFD analysis to compare the experimental values reported by Bartolemei and Chanturiya (1967) with the simulated values. Sontireddy and Hari (2016) compared the Rohsenow boiling model and the wall boiling model with the experiments reported by Bartolemei and Chanturiya. Gu et al. (2017) explained the boiling of subcooled liquids through the combination of several correlation equations using the wall boiling model.

In the present research, one of the experimental cases of Bartolemei and Chanturiya (1967) was implemented using the commercial software, STAR-CCM+ (ver. 15.02.007) to perform a CFD simulation of multiphase-thermal flow considering boiling in the pipes for the transport of cryogenic liquids. Comparative studies of the sensitivity and convergence between different combinations of parameters were performed by varying the coefficients used in the phase change models and grid size.

### 2. Subcooled Boiling Model

Subcooled boiling occurs when the liquid temperature is lower than the boiling point and the temperature of the wall surface is higher than the boiling point. This refers to a boiling phenomenon, in which bubbles are formed on the heated wall surface, detached from the wall, and absorbed into the liquid. The boiling phenomenon occurs at the initial point of wall boiling when the heat flux is transmitted from the wall, and it is observed in most flows in the pipes. On the other hand, saturated boiling refers to a boiling phenomenon that occurs when most of the liquid reaches the saturation temperature. It occurs when a liquid with the saturation temperature passes over the wall surface that has heat flux. A much larger amount of BOG is generated by saturated boiling than subcooled boiling, so the transportation efficiency is increased if the liquid is set up to maintain a subcooled state when flowing through a pipe.

For example, Fig. 1 shows a schematic view of applying the wall boiling model to the experiment reported by Bartolemei and Chanturiya (1967). If subcooled water flows through a pipe and contacts the pipe wall with heat flux, the heat flux is initially used only to increase the temperature of the liquid near the wall. Convection occurs in both the flow near the wall and the flow distant from the wall, resulting in a temperature layer. When the liquid near the wall passes through the onset of nucleate boiling (ONB) stage and reaches the saturation temperature, bubbles are formed in the liquid near the wall. As this vaporization process occurs, boiling occurs gradually. Moreover, as the liquid passes through the net vapor generation (NVG) point, bubbles formed on the wall reach the critical diameter and detach from the wall. Up to this point, some of the liquid detached from the wall is still in a subcooled state, and when the liquid passes through the saturated nucleate boiling (SNB) point, all the liquid in the pipe reaches the saturation temperature.

Approaches of the numerical simulation for multiphase flows using STAR-CCM+ are divided mainly into the volume-of-fluid (VOF) model, the Eulerian mixture model, and the Eulerian multiphase model. Among them, the VOF model calculates the volume fraction of each fluid in the analysis region using a momentum equation for two-phase flow, which are fluids of two or more immiscible fluids. This model is applicable to jet flows, bubble flows, and free surface flows. The Eulerian mixture model is similar to the VOF model, but the Eulerian mixture model assumes that the phases can interpenetrate each other. Hence, this model is applied frequently to the problems of pipe flow or mixing flow. Lastly, in the Eulerian multiphase model, it is assumed that the laws of conservation of mass, momentum, and energy are applied to each phase individually with respect to two-phase flows consisting of phases that are treated as interpenetrating continua. Therefore, this model can be applied to several multiphase flow problems that are difficult to deal with using the other two...
models, but considerable computation time is needed. In this study, the numerical simulation results of the boiling phenomenon obtained by two different methods, the VOF model and the Eulerian multiphase model, were compared. The two specific models considered in this study were the Rohsenow boiling model among the VOF models and the wall boiling model among the Eulerian multiphase models.

2.1 Rohsenow Boiling Model

The Rohsenow boiling model is a relational expression for a model for nucleate boiling by natural convection and was presented experimentally by Rohsenow (1952). In this model, the heat flux transferred from the wall to the liquid is determined by Eq. (1).

\[
q_{cv} = \mu_b h_{bst} \sqrt{\frac{g(\rho_L - \rho_v)}{\sigma}} \left( \frac{C_v(T_w - T_{sat})}{C_v h_{bst} Pr_{st}^{1.5}} \right)^{0.031}
\]  

where \( \mu_b \) is the dynamic viscosity of the liquid phase; \( h_{bst} \) is the latent heat of vaporization; \( g \) is the gravitational acceleration; \( \rho_L \) is the density of the liquid; \( \rho_v \) is the density of the vapor; \( \sigma \) is the surface tension coefficient at the liquid-vapor interface; \( Pr \) is the Prandtl number of the liquid; \( \Delta T \) is the temperature difference between the wall and the saturation temperature; \( \Delta T_{sat} \) is the saturation temperature; \( h_{bst} \) is the latent heat of vaporization.

The vapor mass generation rate, \( \dot{m}_{v}, \) in the region encompassing the total nucleation site was calculated using Eq. (2).

\[
\dot{m}_{v} = C_v q_{cv} h_{bst}
\]

where \( C_v \) is the coefficient indicating the degree of contribution of heat flux \( q_{cv} \) given by Eq. (1) to vapor bubble formation.

2.2 Wall Boiling Model

The wall boiling model is the nucleate boiling model proposed by Kurul and Podowski (1991), as shown in Fig. 1. The heat flux transferred from the wall to the liquid, \( q_w \), is divided into three components as follows:

\[
q_w = q_c + q_e + q_Q
\]

where \( q_c \) represents convective heat flux, which refers to the contribution of the heat flux transferred from the wall to the convection of the liquid, and is defined by Eq. (4).

\[
q_c = h_c(T_w - T_l)(1 - A_k)
\]

\[
A_k = \min \left(1, \frac{N_{w}}{\pi d_{iw}^{2}} \frac{\rho_{L} \rho_{v} g}{4} \right)
\]

where \( h_c \) indicates the single-phase heat transfer coefficient; \( T_w \) is the average liquid temperature; \( A_k \) is a coefficient that depends on the bubble departure diameter and the nucleation site density; \( K \) is an empirical constant; \( N_{w} \) is the nucleation site density; \( d_{iw} \) is the bubble departure diameter; \( \Delta T_{sat} \) is the subcooled Jacob number; \( \Delta T = T_{sat} - T_l \) represents the subcooling temperature of the liquid; \( h_{bst} \) is the latent heat of evaporation.

\[
K = 4.8 \exp \left( -\frac{J_{w}}{80} \right)
\]

\[
J_{w} = \frac{\rho_{L} C_v \Delta T_{sat}}{\rho_{L} h_{bst}}
\]

where \( h_{c} \) indicates the evaporation heat flux. It refers to the contribution of the heat flux transferred from the wall to the boiling of the liquid, and is expressed using Eq. (8).

\[
q_e = \frac{V_d^{1/3} f_{w} h_{bst}}{6}
\]

\[
f = \frac{1 + \frac{3}{2} \frac{\rho_{L}}{\rho_{v}} \frac{g(\rho_L - \rho_v)}{Pr_{st}}}{d_{iw}^{3/2}}
\]

where \( V_d \) indicates the volume of vapor bubbles for the bubble departure diameter, and \( f \) represents the bubble departure frequency defined by Cole (1960).

Finally, \( q_Q \) is the quenching heat flux, which refers to the average heat flux transferred to the liquid when the liquid occupies an empty space immediately after bubble departure, and it is defined using Eq. (11).

\[
q_Q = \frac{2k_{l}}{\sqrt{\pi} \lambda_{l} \tau}
\]

where \( k_{l} \) indicates thermal conductivity; \( \lambda_{l} \) indicates the diffusivity of the liquid; \( \tau \) is the periodic time of bubble departure.

In deriving the accurate results from the wall boiling model applied to the analysis of various boiling problems, the most dominant parameters are, \( N_{w}, d_{iw}, f, \) and \( \rho_{L} \). As these parameters vary according to diverse factors, they are generally derived empirically through experiments, and the correlations between these parameters have been studied widely (Kurul, 1990; Alglart, 1993; Alglart and Nyland, 1996; Tu and Yeoh, 2002; Lee et al., 2002; Koncar et al., 2004; Krepper et al., 2007; Chen and Cheng, 2009; Krepper and Rzehak, 2011; Nemitallah et al., 2015; Gu et al., 2017). Previous studies have been confined mostly to selecting the optimal combination of submodels (nucleation site density and bubble departure diameter models), which is suitable only for a specific pressure section of a pipe. Gu et al. (2017) compared five combinations of submodels using ANSYS.
Fluent, a commercial analysis program. Compared to ANSYS Fluent, STAR-CCM+ used in this study has limitations in that it does not include the model proposed by Unal (1976) among the bubble departure diameter models. On the other hand, as some combinations were omitted from the comparison in Gu et al. (2017), it was considered necessary to conduct a comparative study using the combinations provided by STAR-CCM+. Therefore, in the present study, an overview of the and models provided by STAR-CCM+ were presented, and a parametric study on the combination of \( N_w \) and \( d_{W} \) models and the minimum bubble departure diameter was investigated.

### 2.2.1 Nucleate site density, \( N_w \)

The empirical equation for presented by Lemmert and Chawla (1977) is as follows (LC model):

\[
N_w = C^* (T_w - T_{sat})^n
\]  
(12)

where \( C \) and \( n \) are coefficients determined based on experimental data; they were estimated to be 210 and 1.805, respectively, in Kurul and Podowski (1991).

On the other hand, an empirical equation for \( N_w \) proposed by Kocamustafaogullari and Ishii (1983) is as follows (KI model):

\[
N_w = (\frac{\rho^*}{\rho_{sat}})^{4.4} \left( \frac{4\sigma}{\rho_{sat} d_{W} \Delta T_e} \right) \Delta T_e = \Delta T_{sub} S
\]  
(13)

\[
f(\rho^*) = 2.157 \times 10^{-7} (\rho^*)^{-3.2} (1 + 0.00049\rho^*)^{4.13}
\]  
(15)

\[
\rho^* = (\rho_l - \rho_s)/\rho_s
\]  
(16)

where \( \Delta T_e \) represents the effective superheat, and \( S \) is the suppression factor.

### 2.2.2 Bubble departure diameter, \( d_{W} \)

The general correlation for \( d_{W} \) proposed by Tolubinsky-Kostanchuk (1970) is as follows (TK model):

\[
d_{W} = \min \left\{ 0.0014, 0.006 \exp \left( - \frac{\Delta T_{sub}}{45.0} \right) \right\}
\]  
(17)

As shown in Eq. (17), the bubble diameter is limited to 1.4 mm or less in the TK empirical model.

On the other hand, Kocamustafaogullari and Ishii (1983) presented the correlation for \( d_{W} \) as follows (KI model):

\[
d_{W} = 0.0012 (\rho^*)^{0.2} \left( \frac{\Delta H_{sub}}{0.0208\phi} \right)^{1.0} \left( \frac{\sigma}{g(\rho_l - \rho_s)} \right)^{\frac{1}{2}}
\]  
(18)

where \( \phi \) represents the contact angle of bubbles, and \( \phi \) was set to be 80° in Rogers and Li (1994).

### 3. Numerical Simulation

#### 3.1 Setting Up the Problem of Flow Boiling in a Tube

The accuracy of the boiling model was verified by numerical simulations referring to the experiment conducted by Bartolemei and Chanturiya (1967). As shown in Fig. 2, in the experiment of Bartolemei and Chanturiya (1967), subcooled water with a temperature of 470.63K was induced to flow at a mass flow rate of...
900 kg/m²·s into a vertical tube made of stainless 1Cr18Ni9Ti steel with a height \( h \) of 2.0 m and a diameter \( d \) of 15.4 mm. A constant heat flux of 570 kW/m² was applied to the surrounding wall to induce a phase change of the water into vapor, and the temperature and vapor content according to the flow enthalpy were measured. At this time, the initial pressure inside the tube was set to 45 bar (= 45 × 10⁵ Pa).

The conditions and configuration of the numerical simulation were set to be as similar as possible to those of the experiment, as shown in Fig. 3. As reported by Wang and Yao (2016), there were only slight differences between the analysis results of two-dimensional and three-dimensional simulations of multiphase flows in a cylindrical-shaped tube. Hence, two-dimensional simulations were carried out by applying the axis of symmetry to reduce the computation time. At the inlet, the vertical length of the inlet region \( L_{\text{inlet}} \) was set to 0.5 m to allow subcooled water to achieve fully developed flow. At the outlet, the vertical length of the outlet region \( L_{\text{outlet}} \) was also set to 0.1 m to allow the flow to exit smoothly. Furthermore, by applying axial symmetry, only one wall in Fig. 3 was heated with the heat flux level observed in the experiment. Adiabatic conditions were set for other walls except for the heated section. The simulations were conducted by assuming a steady state based on Sontiressedy and Hari's (2016) results, who reported no significant differences in the simulation results between the steady and unsteady states.

### 3.2 Simulation Results

Regarding the subcooled boiling phenomenon in a boiling tube, the void fraction according to the height was calculated by applying the Rohsenow boiling model and the wall boiling model. The simulations were compared with the experimental results (Bartolomei and Chanturiya, 1967). In the case of the wall boiling model, as summarized in Table 1, the simulation was performed using the combinations of important parameters, such as the nucleation site density and the bubble departure diameter models. After a comparative analysis of the simulated values obtained through simulation, the Kocamustafaogullari-Ishii (KI) model of the nucleation site density model was applied as the final selected condition. Thereafter, for cases to which the KI model was applied for the bubble departure diameter model, after evaluating the grid convergence, research was carried out by varying the minimum diameter of vapor bubbles.

#### 3.2.1 Comparison between different boiling models

Fig. 4 shows the void fraction distribution obtained by applying two different boiling models. In the Rohsenow boiling model, the comparison between simulated and experimental values showed that the initial bubble formation proceeded faster. In the wall boiling model, however, the simulation results from initial bubble formation to the bubble growth process were in relatively good agreement with the experimental values. This difference was because the Rohsenow boiling model does not appropriately reflect the boiling process by forced convection (Domalapally et al., 2012). Boiling by forced convection occurs due to the forced motion of a fluid. Therefore, to consider this phenomenon in future studies, it is necessary to make a comparison by applying the boiling model proposed by Bergles and Rohsenow (1964). On the other hand, a comparison of the void fraction values near the outlet showed that both models yielded void fractions that approximated the experimental values very closely. On the other hand, as summarized in Table 2, a comparison of the total solver elapsed time showed that the wall boiling model took approximately two times longer calculation time than the Rohsenow boiling model. Therefore, the wall boiling model appears to be more suitable for analyzing subcooled boiling problems, including the bubble formation and growth processes near the wall but required two times longer computation time.

<table>
<thead>
<tr>
<th>Case No.</th>
<th>( N_w ) model</th>
<th>( d_w ) model</th>
<th>Grid size (mm)</th>
<th>Minimum diameter of bubble (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>LC</td>
<td>TK</td>
<td>0.6</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>LC</td>
<td>KI</td>
<td>0.6</td>
<td>0.1</td>
</tr>
<tr>
<td>3</td>
<td>KI</td>
<td>TK</td>
<td>0.6</td>
<td>0.1</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>1.0</td>
<td>0.1</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td>0.8</td>
<td>0.1</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td>0.7</td>
<td>0.1</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td>0.6</td>
<td>0.1</td>
</tr>
<tr>
<td>8</td>
<td>KI</td>
<td>KI</td>
<td>0.6</td>
<td>0.1</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td>0.5</td>
<td>0.1</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td>0.4</td>
<td>0.1</td>
</tr>
</tbody>
</table>

**Table 2** Total solver elapsed time for different boiling models

<table>
<thead>
<tr>
<th></th>
<th>Rohsenow boiling model</th>
<th>Wall boiling model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iterations</td>
<td>Total solver elapsed time (s)</td>
<td></td>
</tr>
<tr>
<td>10000</td>
<td>2086</td>
<td>4278</td>
</tr>
<tr>
<td>20000</td>
<td>4165</td>
<td>8669</td>
</tr>
</tbody>
</table>
3.2.2 Comparison of the simulation results by different combinations of nucleation site density and bubble departure diameter models (Cases 1-3 & 9)

For Cases 1-3 and 9 in Table 1, Fig. 5 shows the void fraction distribution according to the height. Comparative analysis is needed because the accuracy of the wall boiling model varies according to the combination of the nucleation site density model and the bubble departure diameter model. An examination of the void fraction distribution obtained by each model combination showed that the changes depending on the bubble departure diameter model were more pronounced than those depending on the nucleation site density model. For this reason, the results obtained by applying the KI model as the bubble departure diameter model were closer to the experimental values. On the other hand, the comparison of Case 2 with case 9 showed that Case 9, in which the KI model was applied as the nucleation site density model, approximated more closely the range of the void fraction distributions measured in the experiment. Based on these results, the cases where the KI model was applied for both the nucleation site density model and the bubble departure diameter model, the grid convergence test and the sensitivity test were conducted to evaluate the grid convergence and sensitivity according to the minimum bubble diameter. Sections 3.2.3 and 3.2.4 present the methods and results of the grid convergence test and the sensitivity test, respectively.

Fig. 5 Comparison of the void fraction distribution with the combinations of several models

3.2.3 Grid convergence test (Cases 4–6, 9, 12 & 13)

Fig. 6 shows the void fraction distribution among the results obtained by the grid convergence test for cases where the KI model was applied in both the nucleation site density model and the bubble departure diameter model. As the grid size became smaller, there was a larger difference between the void fraction distribution in the section of $H = 1.1–1.7$ m (the ONB-SNB section), where the initial bubbles started to be generated on the wall, and the results closely approximated the experimental results. At the outlet region, however, there was no significant difference in the void fraction according to the grid system.

Fig. 6 Distribution of the void fraction with different grid systems

Fig. 7 presents the temperature distribution of the liquid according to the grid system along the central axis of symmetry in the pipe. Looking into the result, the impact of the grid size was found to be mostly insignificant in the overall sections from the inlet region to the onset of nucleate boiling (ONB) section. However, in the net vapor generation-saturated nucleate boiling (NVG-SNB) section ($H = 1.3–1.7$ m), where the ratio of vapor in the internal liquid becomes relatively higher, large differences according to the grid size were observed. This is believed to be related to the grid resolution, which indicates the degree of ability to represent the mixture of the generated vapor and liquid numerically. On the other hand, in the SNB section ($H = 1.7–2.0$ m), where saturation boiling is dominant, there was a slight difference between the simulated and experimental values regardless of the grid resolution. This disparity was attributed to the increased outlet region for a stable numerical calculation and the constant temperature for the added outlet region. Another cause is believed to be differences due to the combination of the nucleate site density model and bubble departure diameter model. Gu et al. (2017) applied the LC model to the nucleate site density and the KI model to...
the bubble departure diameter. They reported that the numerical results for the liquid temperature distribution in the same section ($H \approx 1.7$–2.0 m) showed good agreement with the experimental results. On the other hand, a comparison of the void fraction distribution showed large differences. These results suggest that when multiphase-thermal flow in a pipe is simulated, the model combination selected may vary depending on which physical quantities are used as the basis for analysis. Therefore, it is important to apply the optimal boiling model through the combination of submodels and parametric studies.

3.2.4 Relationship between the minimum bubble departure diameter and grid size (Cases 7–11)

Section 3.2.3 showed differences in the growth process of initial bubbles according to the grid size. This section analyzed the relationship between the grid size and the minimum bubble departure diameter. Fig. 8 presents the void fraction distribution obtained by fixing the grid size and varying the minimum diameter of bubbles. The void fraction distribution could be clearly distinguished based on the minimum bubble departure diameter of 1 mm. In Cases 7–11, the grid size is 0.6 mm, and it can be seen that the accuracy of the boiling model may be decreased when the minimum bubble departure diameter is 1 mm or 10 mm, which is larger than the grid size. On the other hand, all the results tended to converge when the minimum bubble departure diameter was smaller than the grid size.

Fig. 8 Comparison of the void fraction distribution by the minimum bubble departure diameter

3.2.5 Results of subcooled boiling (Case 9)

Fig. 9 presents the temperature distribution of the liquid in the pipe and the volume fraction of vapor obtained by numerical simulation for Case 9. The left wall of the tube is heated, and the central axis of symmetry is located on the right. The temperature distribution of the liquid suggests that as subcooled water flows into the heated pipe, the water temperature near the wall increases, and the temperature distribution of the flow in the entire pipe changes with increasing height. In addition, the distribution of the volume fraction of vapor shows the mechanism through which as the temperature of the liquid near the wall becomes higher than the saturation temperature, the liquid changes into a vapor, and the liquid and vapor are mixed in the pipe.

Fig. 9 Distribution of temperature and volume fraction in a vertical section of the tube during flow boiling

shows the mechanism through which as the temperature of the liquid near the wall becomes higher than the saturation temperature; the liquid changes into a vapor, and the liquid and vapor are mixed in the pipe.

4. Conclusion

To simulate multiphase-thermal flow in a pipe, including phase change, the applicability of the VOF model and Eulerian multiphase model, which are numerical models representing the phase change in the Eulerian-Eulerian framework, was verified and investigated. This paper reviewed the major aspects of the heat flux transferred from the wall to the liquid in relation to the Rohsenow boiling model among VOF boiling models and the wall boiling model among Eulerian multiphase models. A comparison of the Rohsenow boiling model and wall boiling model showed that the Rohsenow boiling model does not appropriately represent the initial bubble generation process, but it was closer to the experiment in the case of fully developed flow with a high percentage of vapor. Furthermore, the Rohsenow boiling model required smaller computing power than the wall boiling model. On the other hand, comparative analysis of different combinations of the nucleation site density and bubble departure diameter models used in the wall boiling model showed that the dependence on the bubble departure diameter model was more significant than the dependence on the nucleation site density model. In the grid convergence test for the selected combination of models, the ONB point, which is the location where the initial bubble formation starts at the heated surface, varies according to the grid size. This result highlights the necessity for caution in selecting the grid size. In conclusion, the results of the sensitivity test suggested that the grid size needs to be larger than the minimum bubble departure diameter to establish accurate predictions of the ONB location and a realistic representation of the bubble
development process. The results of this research can be used in analyses to identify the dynamic characteristics of pipes constituting the cargo handling system (CHS) of transport ships handling cryogenic liquefied gases, such as LNG and liquid hydrogen, or pipes comprising the fuel gas supply system (FGSS) of propulsion ships as well as to determine the specifications of related systems. Multiphase-thermal flow analysis in various shaped cryogenic pipes, including insulation, will be performed in a follow-up study. Furthermore, this study will be applied to high accuracy analysis for establishing safety standards for related systems.
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1. Introduction

The fire safety assessment procedure of ships and offshore structures can be briefly described as a procedure for assessing safety by defining fire loads according to accident scenarios and analyzing their effects on the structure. In general, safety is reviewed via the temperature criteria of the structures under fire loads, and it is assessed in more detail via thermal-structural analysis, which combines fire simulation-heat transfer analysis with structural analysis in the design stage. Therefore, the accuracy of the thermal-structural analysis is crucial for reliable fire safety assessment, and the most applied method for validating the accuracy is to compare with the experimental results. Although fire experiments have been conducted by many researchers to analyze the characteristics of flames and heat transfer of steel members, constructing the temperature-dependent material property data, verifying the fire resistance performance of the structure itself, developing and validating numerical models, including other experiments have been conducted from the perspective of fluids with a primary focus on measuring gas and steel surface temperatures. On the other hand, fire experiments from the perspective of structure, which measure the displacement of a structure under fire load, were conducted mainly in limited environments such as inside a furnace because it was difficult to measure displacement in a high-temperature environment with a mixture of flames and smoke, as well as controlling the heat of the fire source. In addition, fire experiments conducted in open space have been seldom carried out. The British Steel Corporation (BSC) has summarized standard fire experiment results for structures such as steel beams and columns (Wainman and Kirby, 1988; Wainman et al., 1990). Cong conducted a furnace fire experiment on an I-beam, which is widely used as structural members for offshore structures, under mechanical loads to measure the steel surface temperature and vertical displacement. The vertical displacement was then measured by linear variable differential transformers (LVDTs) installed on top of the specimen exposed to the exterior parts of the furnace (Cong et al., 2005). The results obtained from this experiment have been widely used by other researchers to develop numerical analysis techniques (Kim, 2014; Kim et al., 2017). In addition to steel, fire experiments have also been conducted on sandwich panel structures made of fiber-reinforced plastic (FRP) (Rahm et al., 2017). However, the aforementioned experiments were...
all conducted inside a furnace. Although the furnace fire experiment has the advantage of a constant temperature maintained inside the furnace, it is limited because technically, it cannot be used to validate the thermal-structural analysis technology for fire safety assessment owing to the fact that it is unnecessary to conduct fire simulation.

The most widely used method of measuring displacement during fire experiments is using LVDTs. However, LVDTs are difficult to use in high-temperature environment with a mixture of flames and smoke, because they should be installed and used mainly on the non-heated surfaces of the target structure. Efforts are also continuously being made to address this limitation. Choe measured the displacement of a steel beam under local fire load using a specially manufactured potentiometer (Choe et al., 2016), and Hodges evaluated the fire resistance performance of aluminum beams under fire and mechanical loads via thermographic digital image correlation (TDIC) (Hodges et al., 2016). Similarly, studies are being conducted to measure displacement in environments where high-temperature flames and smoke are mixed. The studies on displacement measurement are being conducted towards the application of an insulated extension cable, in the case of adopting contact-type equipment, as well as developing and verifying a method that adopts imaging equipment when using non-contact equipment.

In this study, a fire experiment was conducted on the H-beam, which is a structural reinforcement that is widely used in ships and offshore structures, to obtain data for validating the thermal-structural analysis technology. A burner fire, which is numerically easy to implement and control was used as the fire source. Consequently, gas temperature, steel surface temperature, and displacement were measured and the results obtained were analyzed. In particular, displacement was determined by measuring the vertical and horizontal displacements using a string potentiometer with extension cable insulated with flexible fire resistant hose, to observe the load path owing to the fire in the time domain.

2. Burner Fire Experiment

Burner fire experiment was conducted at a fire testing facility of the Southwest Research Institute (SwRI), which was established in 1947 and has extensive experience in the field of fire engineering. The size of the fire testing facility is approximately 18 m × 12 m × 12 m, and
ventilation openings were installed on the ceiling. The room temperature was 38°C during the experiment and the experiment was setup as illustrated in Fig. 1.

2.1 Target Structure

An H-beam (A in Fig. 1, ASTM A992, \( \sigma_u = 413 \) MPa), which is the target structure for the burner fire experiment, was installed on the manufactured support (C in Fig. 1, ASTM A500 grade B, \( \sigma_u = 315 \) MPa). The designation of the specimen was ASTM W6×4, and its cross-sectional specifications are represented by D in Fig. 1, where the lengths of the specimen and flame exposure were 4,600 and 4,200 mm, respectively. The injected molded specimen was used without alterations to minimize the heat effect from cutting and welding. A part of the support exposed to the flame was insulated using ceramic wool, which is an insulating material; in particular, water was injected into the upper part of the support and circulated to minimize the effect of high temperatures on the support. The cross section of the support is as represented by E in Fig. 1.

2.2 Experimental Conditions

A 1.8 MW burner fire was as the fire source. To implement a uniform fire, a sand diffused propane burner (B in Fig. 1) with dimensions of 600 mm × 1,000 mm × 440 mm was installed at a position 1,000 mm away from the lower center of the specimen. The target heat release rate of 1.8 MW was maintained by providing uniform flow of propane gas to the sand diffused burner verified with a Coriolis mass flow meter, as illustrated in Fig. 2. The target heat release rate was calculated as the product of the fuel flow rate and effective heat of combustion, as expressed in Eq. (1). The total combustion time was 3,600 s.

\[
\dot{Q} = \dot{m} \Delta H_{\text{eff}}
\]

where \( \dot{Q} \), \( \dot{m} \), and \( \Delta H_{\text{eff}} \) represent the target heat release rate (MW), target flow rate of fuel (kg/s), and effective heat of combustion (MJ/kg) of the fuel, respectively. In this study, the experiment was conducted by setting the target heat release and target flow rates at 1.8 MW and 0.38 kg/s, respectively, by using 46.5 MJ/kg of propane’s effective heat of combustion.

A significant flame movement was observed when a preliminary experiment was conducted to determine the stability of the burner fire. Therefore, to minimize flame movement and prevent damage to the measurement instrument owing to high temperature, wind shield walls were installed, as shown in Fig. 3. In addition, the experiment was conducted by fixing both ends of the specimen to the support without mechanical load to solely examine the effects of the fire load and boundary conditions triggered by the burner fire. The boundary conditions for fixing both ends of the specimen were implemented via a method that involves welding the contacts by positioning the specimen between the supports and installing an angle, as illustrated in Fig. 4.

2.3 Measured Data

Fig. 5 presents the measurement positions of the gas temperature, steel surface temperature, and displacement in the fire experiment while the actual instruments installed are illustrated in Fig. 6. Figs. 6(a) and (b) show the thermocouples adopted for measuring gas and
steel surface temperatures, respectively. The installations of the measuring instruments for vertical and horizontal displacements are illustrated in Figs. 6(c), (d), (e) and (f), respectively.

Gas temperature was measured by installing thermocouples at 7 points, 100 mm away from the upper flange of the specimen, as shown in Figs. 5(a), and 950 and 800 mm away from the specimen in the width direction (see Fig. 3), respectively, to observe the gas temperature distribution in the longitudinal direction of the specimen. To observe the specimen’s steel surface temperature distribution owing to the flame, the steel surface temperature was measured by installing thermocouples at 14 points along upper and lower flanges, as well as 3 points on web, as shown in Fig. 5(b). In the upper flange case, the steel surface temperature was measured at the same position as that of the gas temperature measurement in the longitudinal direction of the specimen to observe the trend of the gas and steel surface temperatures. In the web case, a thermocouple was installed primarily in the center of the specimen where the flame was expected to be concentrated to observe the distribution of temperature in the horizontal and vertical directions of the specimen center. In the lower flange case, the steel surface temperature between the measurement positions of the upper flange steel surface temperature was measured to thoroughly observe the temperature distribution in the longitudinal direction of the specimen. To minimize the heat flow effect that may be triggered by the volume of the sensor line insulation, an Inconel-sheathed grounded-junction type “K” thermocouple without insulation requirements was adopted as the thermocouple.

To measure the vertical and horizontal displacements owing to the fire load on the specimen, a string potentiometer was installed behind the wind shield walls, and the extension cables were installed at 3 points along upper flange and 3 points along web, as shown in Figs. 6(f) and 5(c), respectively. The extension cable was insulated using a flexible fire resistance hose to minimize direct exposure to the flame. In addition, we attempted to separate the thermocouple from the displacement measurement extension cable by installing a support, where the measurement positions of the steel surface temperatures and displacement overlap, as illustrated in Fig. 6(c). The size of the support was reduced to minimize the possible effect of heat transfer on the steel surface. In particular, pipes and supports were installed, as illustrated in Figs. 6(d) and (e), to prevent the deflection of the extension cable and flexible fire resistance hose of the horizontal displacement measurement by its own weight by considering the characteristics of the measurement sensor that requires a constant tension maintained in the axial direction. The size of the pipe was also reduced to minimize the possible effect of heat transfer on the steel surface. In addition, displacement measurement via video image processing was performed using a visual displacement camera to hedge against measurement failure, as shown in Fig. 3. The method adopted to realize video image processing involved estimating displacement based on the change in the pixel of the measurement position by time by saving the unit grid and measurement position from the same camera angle in pixel units in advance and then imaging the recorded video.
Finally, the displacement of the support in the longitudinal direction of the specimen was determined immediately after the experiment using a laser displacement sensor as the support can be deformed by the reaction force of the specimen, which expands in the longitudinal direction owing to the influence of high temperature.

3. Burner Fire Experiment Result

Fig. 7 and Figs. 9–12 presents the time history results obtained from the burner fire experiment for gas temperature, steel surface temperature, vertical displacement, and horizontal displacements and these results were analyzed, respectively.

3.1 Gas Temperature

Fig. 7 presents the measurement results of gas temperature obtained at a position 100 mm away from the upper flange of the specimen in the vertical direction while the gas temperature for each measurement position is presented in Appendix Fig. A1. The highest gas temperature was measured at GT5 (approximately 800°C), which is 500 mm away from the center of the specimen in the longitudinal direction, and this is apparently attributable to the observed flame movement illustrated in Fig. 8. The flame moves from the center of the burner to the left, as shown in Figs. 8(a), (c), (d), and (e), and accordingly, gas temperature was determined to be high at GT2 and GT3 as shown in ①, ③, ④, and ⑤ in Fig. 7, and at GT5 and GT6,
Fig. 7 Gas temperature results of test specimen

Fig. 8 Experimental scene for observing flame movement
which were installed symmetrically around GT4, it was determined to be low.

The opposite case can be observed in Figs. 8(b) and (f), and in ② and ⑥ of Fig. 7. An irregular flame movement was observed although the experiment was conducted in an enclosed space, including wind shields walls. This is presumed to be owing to the air flow that was affected by the asymmetrically installed wind shield walls, as well as the fuel that was not uniformly distributed in the sand flowing into the burner, thereby triggering uneven combustion. The lowest temperature of approximately 80°C was measured at GT1, which was 2,000 mm away from the center of the specimen in the longitudinal direction.

### 3.2 Steel Surface Temperature

The results of the steel surface temperature of the specimen are divided into upper and lower flanges, as presented in Figs. 9 and 10, and the average and maximum temperatures at each position are as summarized in Table 1. The average temperature is the average of the temperatures measured during the combustion time of 0–3,600 s. In addition, steel surface temperature at each measurement position is presented in Appendix Fig. A2.

In the upper flange case, the highest temperature (average: 610°C, maximum: 734°C) was measured at ST5, which was 500 mm away from the center of the specimen. This result follows the trend of the gas temperature distribution. The longitudinal temperature distribution appeared to be symmetrical around the ST5, and the overlapping temperature histories of ST3 and ST5, which were symmetrical around the burner’s position, indicate a significant influence on the movement of the flame illustrated in Fig. 8.

In the lower flange case, the highest temperature (average: 674°C, maximum: 740°C) was measured at ST15, which was approximately 200 mm away from the center of the specimen, and a high temperature (average: 594°C, maximum: 738°C) was also measured at ST16, which was approximately 700 mm away from the center of the specimen. Similar to the upper flange case, this result follows the gas temperature distribution trend, and it was determined that the temperature distribution of the lower flange, which is relatively close to the fire source, was more influenced by the flame movement.

In general, lower temperature distribution is exhibited as the distance increases in the longitudinal direction from the position 500 mm to the right from the center of the specimen. However, because the temperature of ST12, located between ST2 and ST3 in the longitudinal direction, was measured lower than ST17, it was determined that the steel surface temperature data were reasonable except the data from this sensor.

### 3.3 Displacement

The displacement history and deformation shape of the specimen in the vertical and horizontal directions are illustrated together in Figs. 11–13, and the displacement for each the measurement position is presented in Appendix Fig. A3. Visuals Z and Y in the graph represent the vertical and horizontal displacements, respectively, that are measured via video image processing.

Regarding the final displacement in the vertical direction of the specimen at 3,600 s, which occurred at the end of the fire experiment, approximately 9 mm (maximum: 13.8 mm) of deflection was measured at ZD3, which was 500 mm away from the center of the specimen. In contrast, the displacement within approximately 4 mm (maximum: 9.6 mm) was measured at ZD2, which is at the center of the specimen while the displacement within approximately 3 mm (maximum: 8.3 mm) was measured at ZD1, which was 500 mm to the
left of the specimen center. These displacements are invisible to the naked eye. A similar trend was observed when comparing the displacement results via video image processing with the displacement results obtained via a string potentiometer. The largest displacement was determined at ZD3, the position at which the steel surface temperature was the highest, and the overall downward behavior in the vertical direction shifted upwards after 150–350 s.

The maximum final displacement in the horizontal direction of the specimen of approximately 20 mm was measured at YD2, at the center of the specimen. Meanwhile, the displacements of 10 and 12 mm were measured at YD1 and YD3, respectively, which were 500 mm away from the center of the specimen in the longitudinal direction. The largest displacement was measured at the center of the specimen. Between YD1 and YD3, a larger displacement measured at YD3, where a relatively higher steel surface temperature was measured. Regarding the behavior of the specimen, deflection (−) to the back was observed before approximately 400 s when the specimen was viewed from the front while forward deflection (+) was observed after 400 seconds. In general, the displacement in the horizontal direction was more significant than that in the vertical direction. It is inferred that this phenomenon is owing to the deformation in the horizontal direction with weak stiffness according to the geometric shape of the H-beam cross section because the reaction force, as the displacement of the specimen expanding in the longitudinal direction, is surrounded by the boundary condition of fixed ends, which is similar to the deformation of a beam under a compressive load in the axial direction. In addition, only elastic deformation was observed in the vertical direction, and a permanent deformation of approximately 20 mm was observed in the horizontal direction, when displacement was measured after the fire was extinguished naturally at the end of the experiment, as illustrated in Appendix Fig. A3. Finally, although the horizontal displacement differs significantly more than the vertical displacement when comparing the displacement result via video image processing with the displacement result obtained by the string potentiometer, a similar trend was exhibited overall with video image measurements. The amount of deformation to the support itself, which was determined using a laser displacement sensor immediately after the end of the experiment, was approximately 10 mm.

4. Conclusion

In this study, a fire experiment was conducted on an H-beam, a representative structural reinforcement for offshore structures, to obtain data for validating the thermal-structural analysis technology used in fire safety assessment of offshore structures. Regarding the experimental condition, an experiment was conducted by
implementing the boundary condition of fixed ends without mechanical load to observe the effect of pure thermal load by 1.8 MW burner fire. The gas temperature was measured by positioning the Inconel-sheathed grounded-junction type “K” thermocouple at 7 points, 100 mm away from the upper flange of the specimen, and the steel surface temperature distribution of the specimen in the horizontal and vertical directions was observed by installing the thermocouples equal to the gas temperature at 17 points of the upper flange, web, and lower flange. In addition, the structural behavior of the specimen under the fire load was investigated by measuring vertical and horizontal displacements with a string potentiometer. Furthermore, displacement measurement via video image processing was performed hedge against the failure of the displacement measurement. The experimental results and considerations are summarized as follows:

(1) The gas temperature near the specimen (9 points), steel surface temperature (17 points), vertical displacements, and horizontal displacements of the specimen (6 points) under the fire load were measured during the flame exposure for 3,600 s.

(2) The highest temperature (approximately 800°C) was measured at GT5, which was 500 mm away from the center of the specimen in the longitudinal direction, and the general gas temperature distribution tended to decrease as the distance from the center of GT5 increased in the longitudinal direction.

(3) The highest gas temperature was observed at GT5, which was 500 mm to the right from the center of the specimen, and not at GT4 located in the center of the specimen or closest to the burner because the movement of the flame observed during the experiment was very significant, and the overall steel surface temperature measurement results obtained also followed this trend. The highest steel surface temperature (average: 610°C, maximum: 734°C) was measured at ST3, 500 mm away from the center of the specimen in the upper flange case, and the highest temperature (average: 674°C, maximum: 740°C) was measured at ST15, approximately 200 mm away from the center of the specimen in the lower flange case.

(4) Regarding the maximum final displacement in the vertical direction of the specimen under the fire load, a deflection of approximately 9 mm was measured at ZD3, 500 mm to the right from the center of the specimen, and the maximum final displacement in the horizontal direction was determined to be approximately 20 mm in YD2, which is at the center of the specimen. In general, the displacement in the horizontal direction was more significant than that in the vertical direction, which is inferred to be owing to the deformation in the horizontal direction with weak stiffness according to the geometric shape of the H-beam cross section.

In this study, we obtained the gas temperature, steel surface temperature, and displacement history in the time domain that can be used to verify the thermal-structural analysis technology of ship and offshore structures. In particular, the displacement history in the vertical and horizontal directions of the position directly exposed to the flame was obtained, and it was determined that the results were similar to that of the displacement measurement via video image processing. Consequently, it was determined that displacement can be stably measured via contact and non-contact methods even in harsh environments where high-temperature flames and smoke are mixed. However, the movement of the flame observed during the experiment was very significant, which significantly influenced the distributions of the gas and steel surface temperatures around the specimen. This phenomenon is inferred to be owing to combining the limitations of the experiment conducted in an open space, rather than in an enclosed space, where the amount of heat can be stably controlled, such as in a furnace, in addition to the uncertainty in the fire experiment as fuel was not evenly distributed in the sand filling the burner despite supplying sufficient fuel for the target heat release rate. In the future, the behaviour of structure under fire load will be analyzed using thermal-structural analysis which reflect flame movement observed in this study, as well as additional experiments to obtain data suitable for this analysis.
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Appendix A Fire experiment results
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**Fig. A1** Test results – gas temperature (continuation)
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Fig. A2 Test results – steel surface temperature
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Fig. A3 Test results – displacement
1. Introduction

Coastal erosion is occurring all over the world. For example, the amount of permanent land loss (28,000 km²) is more than double the land area gained (Mentaschi et al., 2018). According to the US Army Corps of Engineers (1984), erosion occurs due to natural and artificial factors. Moreover, severe coastal disasters can result from sea-level rise and high waves (Arns et al., 2017).

To cope with these coastal erosion problems, many researchers have attempted to develop different types of coastal erosion prevention methods. In this regard, artificial coral reefs (ACRs) were introduced by Han Ocean Corp. to help mitigate coastal erosion problems. For example, Hong et al. (2018) analyzed the wave attenuation and erosion mitigation performance using a two-dimensional experiment. Hong et al. (2020) examined the variation characteristics of the irregular wave propagate over the ACR. The impacts of the new application of the ACR with conventional submerged breakwater, called the hybrid type method, were discussed in a previous study (Kim et al., 2020). On the other hand, there has been no research on real applications. Therefore, this study assessed the feasibility of an ACR as a coastal erosion prevention method.

2. Experimental Methods

Field observation, physical model test, and numerical analysis were performed to investigate the shoreline protection effects of the ACR in a real coast, as shown in Fig. 1. The followings present the analysis methods applied in this study.
2.1 Research Area: Cheonjin-Bongpo Beach, South Korea

Some beaches that had erosion issues were sampled to determine the research area. Because previous studies of ACRs did not examine the longshore current and drift, beaches with a pocket or spiral shape were preferred. Therefore, Cheonjin-Bongpo beach was used as the research area, which is denoted as ‘GW 12 littoral cell’ in South Korea. Fig. 2 shows the location of the research area.

2.2 Field Observation

Field observations were conducted to investigate the characteristics of the research area. During the observation, echo sounder devices (Sonar-tech, AquaRuler 2005; CEE HydroSystem, CEESTAR; and VALEPORT, MIDAS) were used, and the water depth was measured until 25 m. Global Navigation Satellite System (GNSS) devices (Leica, GX1230; Leica, Viva GS16) were used to obtain shoreline data when the wave height was less than 0.7 m. The wave data were acquired using an acoustic wave and current profiler (Nortek AS, AWAC). The median grain size ($D_{50}$) of the sand particle was determined to be 1.493 mm, and the calculated settling velocity was 16.7 cm/s using the van Rijn(1984)’s equation.

2.3 Application of SWAN Model

SWAN (Simulating waves nearshore) model 3rd generation was developed by Delft University of Technology (Booij et al., 1999), which aims to simulate the deformation of multi-direction irregular waves based on the wave action balance equation. The SWAN model is considered a practical method to predict wave deformation because it can consider wave reflection, diffraction, shoaling, and wave breaking. Because of these advantageous features, the 3rd generation model (Version 41.31) of SWAN based on the field observation data was used to examine the impacts of an ACR under high wave conditions. In this study, SWAN modeling was conducted with two procedures. At first, the winter wave condition for the absence of an ACR was simulated to find the incident wave height for a physical model test.

2.4 Two-dimensional Physical Model Test and Wave Analysis

The transmission and reflection coefficient values are required as input parameters to simulate the ACR installation conditions in the SWAN model. As there was no prior research explaining the transmission and reflection coefficient according to the ACR design, a physical model test was conducted to find its values. Therefore, it was assumed that the ACR installation locations refer to the designs of a submerged breakwater in the research area from the basic plan for the 2nd coastal maintenance project (Ministry of Ocean and Fisheries, 2014). The incident wave height for the physical model was determined using both cross-sectional and planar designs for the ACR. The wave height values for the incident and transmission are located 10 m away from the ACR offshore side and 20 m away from the onshore side in the points of the prototype scale. In addition, the Froude scale with a ratio of 1 : 25 in the length scale and 1 : 5 in the time scale was applied to the physical model test. A seabed slope of 1/30 was applied because the beach slope of the east sea is generally 1/30. The capacity type of wave gauge (Kenek, CH-608E) and wave probes (Kenek, CHT-30E) were used during the physical model test. Wave calibration processes were conducted at every measuring point.
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Fig. 3 Scheme of a partial standing wave

to obtain precise and reliable wave data. The transmission coefficient was defined as the ratio of the incident wave height \( H_i \) to transmitted wave height \( H_t \), as shown in Eq. (1).

\[
K_T = \frac{H_i}{H_t} \quad (1)
\]

Healy’s formula (Healy, 1953) was applied to calculate the reflection coefficient \( K_R \), as shown in Eq. (2), which is based on the partial standing wave theory. To apply this equation, both the largest \( H_{\text{max}} \) and smallest \( H_{\text{min}} \) wave height at antinode and node of the partial standing wave, respectively, were used (see Fig. 3).

\[
K_R = \frac{H_{\text{max}} - H_{\text{min}}}{H_{\text{max}} + H_{\text{min}}} \quad (2)
\]

2.5 Wave Analysis with Representative Beach Profiles

Six representative beach profile (BP1~BP6) lines, which are the normal direction to the shoreline, were set to investigate the erosion-mitigation effects of the ACR (see Fig. 4). Generally, the trends of the wave height distribution are different between the open inlet and behind the submerged structure. In this regard, the beach profile lines were determined at the open inlet of the ACR (BP1, BP3, and BP5). Moreover, BP2, BP4, and BP6 represent the beach profile lines, which are located behind the ACR structure.

With these beach profiles, the critical wave heights at each water depth condition were calculated based on the McCowan (1894)’s wave breaking parameter \( \kappa \), which has a general value of 0.78 (see Eq. (3)).

\[
H_b = \kappa \times h_b = 0.78 h_b \quad (3)
\]

Subsequently, wave-breaking locations were determined, where the wave height value given by SWAN modeling is greater than that of the wave breaking parameter cases. The height \( H_b \) and depth \( h_b \) of the breaking wave were decided. The slope for the beach profile \( (\tan \beta) \) was defined as an angle from the wave breaking point to the shoreline.

The Dean’s parameter \( \Omega \) introduced by Dean (1977), mass flux \( M \), undertow \( u_o \), maximum wave setup \( \eta_{\text{max}} \), and surf-scaling parameter \( \xi \), which are relevant factors to elucidate the high wave control performance of the ACR, were computed.

\[
\Omega = \frac{H_b}{w_f T} \quad (4)
\]

where, \( H_b, w_f, \) and \( T \) represent the wave height at breaking point, settling velocity of a sand particle, and wave period, respectively.

\[
M = \rho \int_0^\varphi u dz \approx \frac{\rho g}{8} \frac{H^3}{\sqrt{gh}} \quad (5)
\]

\[
u_o = \frac{M}{\rho h} \approx \frac{\sqrt{gh}}{8} \frac{H^3}{h^{5/2}} \quad (6)
\]

\[
\eta_{\text{max}} \approx 0.232 \text{ (FEMA, 2015)} \quad (7)
\]

\[
\epsilon_s = \frac{H_b}{\xi} \quad (Guza and Inman, 1975) \quad (8)
\]

\[
(\epsilon_s > 33 : \text{dissipative}, \ 33 > \epsilon_s \geq 20 - 2.5 : \text{intermediate}, \ \epsilon_s \leq 2.0 - 2.5 : \text{high reflective}) \quad (9)
\]

where, \( \xi \) and \( L_o \) mean the surf similarity parameter and wavelength for deep water, respectively.

3. Numerical-Physical Combined Analysis

3.1 SWAN Modeling for Incident Wave Determination

SWAN modeling was first carried out to determine the incident wave for the physical model test and examine the wave height distribution without an ACR. In this regard, the wave heights in front
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3.2 Physical Model Test for Finding $K_T$ and $K_R$

To determine the relevant transmission and reflection coefficient, the structure geometry and wave condition were designed based on the Froude similarity scales (Table 4). A regular wave was generated until it reproduced the target wave ($H = 9.56$ cm, $T = 1.80$ s) at the incident wave measuring point.

Table 3 Wave heights

<table>
<thead>
<tr>
<th></th>
<th>$H_1$</th>
<th>$H_2$</th>
<th>$H_3$</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.48 m</td>
<td>2.35 m</td>
<td>2.38 m</td>
<td>2.40 m</td>
</tr>
</tbody>
</table>

of three ACRs, denoted as $H_1$, $H_2$, and $H_3$, were averaged (see Fig. 5). Consequently, the incident wave was determined to be 2.40 m for performing the physical model test, as shown in Table 3.

Table 4 Experimental designs with the Froude scale

<table>
<thead>
<tr>
<th>Contents</th>
<th>Prototype</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crown depth (cm)</td>
<td>50</td>
<td>2</td>
</tr>
<tr>
<td>Crown width (m)</td>
<td>40</td>
<td>1.6</td>
</tr>
<tr>
<td>Wave height (cm)</td>
<td>240</td>
<td>9.56</td>
</tr>
<tr>
<td>Wave period (s)</td>
<td>9.02</td>
<td>1.80</td>
</tr>
</tbody>
</table>

Fig. 6 shows the experimental design for this physical model. The incident and transmitted wave heights were measured at WP1 and WP2, respectively. Moreover, the wave measurement was conducted from 17.2 m to 23.5 m to determine both the transmission coefficient ($K_T$) and reflection coefficient ($K_R$).

Fig. 7 shows the results of the wave measurement. The results indicate that remarkable wave attenuation occurred from the ACR. Moreover, a partial standing wave occurred in front of the ACR. In this regard, the calculated transmission coefficient ($K_T$) was 0.36 based on the $H_1$ (9.44 cm) and $H_3$ (3.40 cm) values. Moreover, the calculated reflection coefficient ($K_R$) was 0.39. These $K_T$ and $K_R$ values were applied to both the winter and summer wave simulations.

4. Impacts of the ACR Installation on Wave Control

4.1 Trends of Wave Height Reduction and Wave Breaking

The second SWAN modeling was performed to investigate the wave height distribution trends with ACR installation for winter and summer wave conditions. Fig. A1 provides detailed information on the ACR structure. Fig. 8 shows the wave height distribution results in the presence of the ACR for a winter wave.

Table 5 Wave height ratio for each wave profiles

<table>
<thead>
<tr>
<th>Beach profile</th>
<th>Winter (%)</th>
<th>Summer (%)</th>
<th>Average (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP 1 (Without ACR)</td>
<td>91.9</td>
<td>94.7</td>
<td>93.30</td>
</tr>
<tr>
<td>BP 2 (With ACR)</td>
<td>72.6</td>
<td>69.2</td>
<td>70.90</td>
</tr>
<tr>
<td>BP 3 (Without ACR)</td>
<td>95.4</td>
<td>96.9</td>
<td>96.15</td>
</tr>
<tr>
<td>BP 4 (With ACR)</td>
<td>74.1</td>
<td>66.9</td>
<td>70.50</td>
</tr>
<tr>
<td>BP 5 (Without ACR)</td>
<td>81.1</td>
<td>86.8</td>
<td>83.95</td>
</tr>
<tr>
<td>BP 6 (With ACR)</td>
<td>60.1</td>
<td>57.8</td>
<td>58.95</td>
</tr>
</tbody>
</table>

Fig. 8 Wave height distribution (with an ACR)
crucial role in wave attenuation at the rear side of its structure for both winter and summer cases. Moreover, greater wave height mitigation (58.95–70.90%) occurred in the presence of an ACR, whereas no significant wave reduction occurred without ACR installation (83.95–96.15%).

The wave breaking trends also differed according to the ACR installation. Fig. 9 shows the wave-breaking height and wave-breaking distance from the shoreline. In the case of ACR installation, waves with smaller heights break near the shoreline, whereas relatively larger waves break further from the shoreline. The ACR induced breaking for larger waves in advance, allowing only smaller waves to propagate over the ACR. A significant difference was not observed between the winter and summer high waves, which means that the ACR plays a positive role in terms of wave height reduction.

4.2 Impacts of Wave-induced Nearshore Current

The mass flux ($M$), undertow ($u_0$), and maximum wave setup ($\eta_{max}$) at each beach profile were calculated and compared to investigate the impacts of wave-induced current. Table 6 lists the computed values of $M$, $u_0$, and $\eta_{max}$. According to average values for the winter and summer results, smaller mass flux (~50%), undertow (~80%), and

<table>
<thead>
<tr>
<th>Table 6</th>
<th>Computed values related to the nearshore current</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contents</td>
<td>Absence of the ACR(^1)</td>
</tr>
<tr>
<td>$M$ (Winter wave)</td>
<td>256.0</td>
</tr>
<tr>
<td>$M$ (Summer wave)</td>
<td>220.2</td>
</tr>
<tr>
<td>$u_0$ (Winter wave)</td>
<td>1.13</td>
</tr>
<tr>
<td>$u_0$ (Summer wave)</td>
<td>1.04</td>
</tr>
<tr>
<td>$\eta_{max}$ (Winter wave)</td>
<td>1.22</td>
</tr>
<tr>
<td>$\eta_{max}$ (Summer wave)</td>
<td>1.11</td>
</tr>
</tbody>
</table>

\(^1\) Average values of BP2, BP4, and BP6 in the Natural beach case
\(^2\) Average values of BP2, BP4, and BP6 in the ACR installation case
wave set up values (~61%) were observed with ACR installation, highlighting the positive impacts on shoreline stability.

4.3 Application of Morpho-dynamic Parameter for Wave Analysis

As a wave is a key parameter that determines the shape of the shoreline, the Dean’s parameter ($\varphi$) and surf-scaling parameter ($\phi$) were computed to determine the impacts of the waves in terms of shoreline changes (Table 7 and Table 8). Under winter and summer high wave conditions, the Dean’s parameter decreased in the ACR cases, which is closer to the reflective wave type compared to the dissipative wave type.

<table>
<thead>
<tr>
<th>Table 7</th>
<th>Dean’s parameter ($\varphi$) for each beach profile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beach profile</td>
<td>Winter wave Without ACR</td>
</tr>
<tr>
<td>BP 1</td>
<td>1.41</td>
</tr>
<tr>
<td>BP 2</td>
<td>1.24</td>
</tr>
<tr>
<td>BP 3</td>
<td>1.20</td>
</tr>
<tr>
<td>BP 4</td>
<td>1.17</td>
</tr>
<tr>
<td>BP 5</td>
<td>1.34</td>
</tr>
<tr>
<td>BP 6</td>
<td>1.09</td>
</tr>
<tr>
<td>Average</td>
<td>1.24</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 8</th>
<th>Surf-scaling parameter ($\phi$) for each beach profile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beach profile</td>
<td>$\phi$ for Winter wave Without ACR</td>
</tr>
<tr>
<td>BP 1</td>
<td>55.10 (Dissipative)</td>
</tr>
<tr>
<td>BP 2</td>
<td>53.75 (Dissipative)</td>
</tr>
<tr>
<td>BP 3</td>
<td>28.41 (Intermediate)</td>
</tr>
<tr>
<td>BP 4</td>
<td>38.26 (Dissipative)</td>
</tr>
<tr>
<td>BP 5</td>
<td>41.76 (Dissipative)</td>
</tr>
<tr>
<td>BP 6</td>
<td>5.10 (Intermediate)</td>
</tr>
</tbody>
</table>

| Beach profile | $\phi$ for Summer wave Without ACR | $\phi$ for Summer wave With ACR | Wave control |
| BP 1 | 48.04 (Dissipative) | 0.25 (Highly Reflective) | Improved |
| BP 2 | 73.49 (Dissipative) | 1.48 (Highly Reflective) | Improved |
| BP 3 | 44.25 (Dissipative) | 0.98 (Highly Reflective) | Improved |
| BP 4 | 14.16 (Intermediate) | 1.23 (Highly Reflective) | Improved |
| BP 5 | 68.43 (Dissipative) | 49.71 (Dissipative) | Slightly Improved |
| BP 6 | 8.70 (Intermediate) | 4.61 (Intermediate) | Slightly Improved |

When waves propagate over the ACR, a decrease in surf-scaling parameters usually occurs, particularly in BP2, BP4, and BP6, suggesting that wave-induced erosion can be mitigated. Moreover, the planar design of the ACR suggested in this study appears to be more effective for summer waves (improved in six beach profiles) than winter waves (improved in four beach profiles) in terms of high wave control. Overall, an ACR can mitigate erosion caused by high waves.

5. Conclusions

To investigate the feasibility of an artificial coral reef (ACR) as a coastal erosion prevention method, a case study was conducted by performing field observations and the numerical-physical combined method for Cheonjin-Bongpo Beach in South Korea. The main results of this research can be summarized as follows.

1. The calculated wave transmission and reflection coefficients of the ACR were 0.36 and 0.39, respectively, based on the 1/25 Froude scale of the physical model test.
2. Remarkable and greater wave height reduction (58.95~70.90%) occurred in each beach profile with ACR installation, whereas no significant wave height attenuation took place for the absence of ACR cases (83.95~96.15%). In addition, under the ACR installation condition, small waves break near the shoreline, but larger waves break far from the coast.
3. In the presence of an ACR, the mass flux ($M$), undertow ($\omega$), and maximum wave setup ($\eta_{\text{max}}$) were smaller than in the absence of an ACR. This suggests that an ACR plays a remarkable role in mitigating wave-induced current.
4. When an ACR was applied to the research area, both the Dean’s parameter ($\varphi$) and surf-scaling parameter ($\phi$) decreased. Therefore, a wave with the dissipative property changed to the reflective or intermediate type, which plays a positive role in erosion mitigation from high waves. In addition, the planar design for the ACR applied in this study showed greater wave control performance than the winter wave condition.

Because of the complicated coastal process and uncertainty of irregular waves, further studies will be needed to verify the feasibility of an ACR and consider more wave conditions. Furthermore, this model should be applied to other research areas.
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Fig. A1 Dimensions and formation of the ACR structure.

![Fig. A1 Dimensions and formation of the ACR structure](image)

Fig. A1 Detail information of the ACR structure
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ABSTRACT: Owing to the advantages of assuring the best views and seawater exchange, submerged breakwaters have been widely installed along the eastern coast of Korea in recent years. It significantly contributes to promoting the advancement of shorelines by partially inhibiting incident wave energy. Observations were carried out by a pressure-type wave gauge in the Bongpo Beach to evaluate the coefficients of wave transmission via a submerged breakwater, and the results obtained were compared with those of existing conventional equations on the transmission coefficient derived from hydraulic experiments. After reviewing the existing equations, we proposed a transmission coefficient equation in terms of an error function. Although it exhibited robust relationships with the crest height and breaking coefficient, deviations from the observed data were evident and considered to be triggered by the difference in the incident wave climate. Therefore, in this study, we conducted a numerical experiment to verify the influence of wave period on the coefficients of wave transmission, in which we adopted a parabolic-type mild-slope equation model. Consequently, the deviation from calculated results appears to practically cover all deviation range in the observed data. The wave period and direction of the incident wave increased, the transmission coefficient decreased, and the wave direction was determined to demonstrate a relatively significant influence on the transmission coefficient. It was inferred that this numerical study is expected to be used practically in evaluating the design achievement of the submerged breakwater, which is adopted as a countermeasure to coastal beach erosion.

1. Introduction

To prevent coastal erosion, several beach and coastal structures are actively being developed and constructed. These structures include submerged breakwaters, which are structures that protect beaches by breaking waves that enter from the open sea, thus suppressing wave energy. Submerged breakwaters are mainly used to reduce erosion damage caused by the incursion of high waves, as well as to protect and nourish the sand. Unlike detached breakwaters, submerged breakwaters are installed underwater; therefore they can preserve sea views and minimize environmental pollutants by promoting seawater exchange. However, despite these advantages, the shoreline alteration and coastal erosion prevention functions of submerged breakwaters remain quite unclear, and there have been cases of erosion behind submerged breakwaters (Ranasinghe and Turner, 2006). Therefore, calculating the transmission coefficients of submerged breakwaters is vital to improve the control capacity of wave energy, which is the inherent function of submerged breakwaters.

Several studies have been conducted on analyzing the transmission characteristics of submerged breakwaters according to their shapes and materials. Seelig (1980), Ahrens (1987), Van der Meer and Daemen (1994), and other researchers have conducted hydraulic experiments and proposed empirical equations to determine the reflection and transmission coefficients of submerged breakwaters in single-incident wave conditions. Takayama et al. (1985) proposed the empirical equation of a transmission coefficient based on hydraulic experiments conducted on a tetrapod (TTP) wave-dissipating block body in irregular wave conditions. To analyze transmission characteristics according to the breakwater’s width, Seabrook and Hall (1998) conducted hydraulic experiments on submerged breakwaters that adopt rubble mounds as their body material. Ahrens (1987) and Van der Meer and Daemen (1994) inferred that the empirical equation of the transmission coefficient determined by Seabrook and Hall (1998) differed from that of their hydraulic experiment results when the width of the submerged breakwater was large, and they proposed a novel empirical equation for the transmission coefficient. Later, Van...
The transmission coefficients are based on limited data. Therefore, they developed a hydraulic experiment database containing 2,337 experiments conducted on several types of submerged breakwaters. On this backdrop, existing transmission-coefficient empirical equations were compared and a novel empirical equation for the transmission coefficient was proposed.

The aforementioned studies on the characteristics of submerged breakwater transmission mainly proposed empirical equations based on the results of hydraulic model experiments, and such equations are limited in recreating actual coastal environments. Furthermore, unlike western countries that adopt breakwaters with high crest heights and rubble mound bodies, South Korea mainly employs TTP-body submerged breakwaters, which possess a low crest height for more effective wave control. Consequently, the practical applications of the aforementioned empirical equations are limited. Therefore, to analyze the transmission characteristics of submerged breakwaters, this study observed waves at the front and back of the submerged breakwater in the Kangwon-do Bongpo Beach during Typhoon Krosa, which directly affected the eastern coast of Korea on August 16, 2019.

Hence, this study presents a suitable transmission coefficient empirical equation: 

\[ K_t = \frac{a}{D_{50}} + b \]  

Van der Meer and Daemen (1994) verified that when the ratio of the incident wave height \( H_i \) to the rubble mound diameter \( D_{50} \) is less than one (\( H_i/D_{50} < 1 \)), the transmission coefficient \( K_t \) is dispersed. In addition, \( a \) is defined using \( H_i \) and \( D_{50} \) while \( b \) is defined using the waveform wave steepness \( S \), \( B \), \( H_i \), and \( D_{50} \), as expressed in Eqs. (3) and (4), respectively.

\[ a = 0.031 \frac{H_i}{D_{50}} - 0.024 \]  

\[ b = -5.42S + 0.0322 \left( \frac{H_i}{D_{50}} \right) - 0.017 \left( \frac{B}{D_{50}} \right)^{1.84} + 0.51 \]  

d’Angremond et al. (1996) stated that breaking the shapes of waves affects the transmission coefficient. They noted that the effect of breaking waves was omitted from the transmission coefficient empirical equation of Van der Meer and Daemen’s (1994); therefore, they presented a modified equation that can be applied to both impermeable structures and rubble mound breakwaters.

\[ K_t = -0.4 \frac{R_c}{R_e} + 0.64 \left( \frac{B}{H_i} \right)^{-0.31} (1 - e^{-0.5\xi}) \]  

\( \xi \), the surf-similarity parameter (Battjes, 1974), is an index that determines the shape of the breaking waves, as expressed in Eq. (6).

\[ \xi = \frac{\tan \beta}{\sqrt{\frac{H_e}{L_e}}} \]  

where \( \beta \) and \( H_e \) represent the inclination angle of the beach cross section at the breaker zone and deep-water wave height, respectively.

It should be noted that the recreation range of the transmission coefficient presented by the transmission coefficient empirical equation of Van der Meer and Daemen (1994) is limited to a \( K_t \) range of 0.75–0.075, whereas that of d’Angremond et al. (1996) is limited to a \( K_t \) range of 0.8–0.075. Furthermore, based on the study conducted by Van der Meer et al. (2005), the aforementioned equations were compared to the transmission coefficients observed at actual beaches, and the results showed that the reproducibility of the equations decreased as the ratio of the crest width to the incident wave height \( (B/H_i) \) increased. In particular, it was determined that the equation presented by d’Angremond et al. (1996) tends to overestimate the transmission coefficient at \( B/H_i > 8 \) when the crest width is larger.

Seabrook and Hall (1998) conducted 2D and 3D hydraulic experiments and inferred that the results of the aforementioned

2. Transmission Characteristics Analysis of Submerged Breakwater via Wave Observations

2.1 Analysis of Transmission Coefficient Empirical Equation

Takayama et al. (1985) proposed a transmission-coefficient empirical equation via hydraulic experiments conducted on a TTP wave-dissipating block body in irregular wave conditions, as expressed below:

\[ K_t = -0.92 \left( \frac{B}{L_e} \right) + 0.42 \left( \frac{R_c}{R_e} \right) + 3.80 \left( \frac{H_i}{L_e} \right) + 0.51 \]  

where, \( B \), \( L_e \), \( R_c \), and \( H_i \) represent the crest width of the submerged breakwater, deep-water wavelength, crest height, and equivalent deep-water wave height, respectively.

Van der Meer and Daemen (1994) harnessed the diameter of the rubble mounds to analyze the wave transmission coefficient according to the breakwater crest height, and based on the results obtained from hydraulic experiments, they proposed the following transmission coefficient empirical equation:

\[ K_t = a \frac{R_c}{D_{50}} + b \]  

\( a = 0.031 \frac{H_i}{D_{50}} - 0.024 \)  

\( b = -5.42S + 0.0322 \left( \frac{H_i}{D_{50}} \right) - 0.017 \left( \frac{B}{D_{50}} \right)^{1.84} + 0.51 \)  

\( d’\text{Angremond et al. (1996)} \) stated that breaking the shapes of waves affects the transmission coefficient. They noted that the effect of breaking waves was omitted from the transmission coefficient empirical equation of Van der Meer and Daemen’s (1994); therefore, they presented a modified equation that can be applied to both impermeable structures and rubble mound breakwaters.

\[ K_t = -0.4 \frac{R_c}{R_e} + 0.64 \left( \frac{B}{H_i} \right)^{-0.31} (1 - e^{-0.5\xi}) \]  

\( \xi \), the surf-similarity parameter (Battjes, 1974), is an index that determines the shape of the breaking waves, as expressed in Eq. (6).

\[ \xi = \frac{\tan \beta}{\sqrt{\frac{H_e}{L_e}}} \]  

where \( \beta \) and \( H_e \) represent the inclination angle of the beach cross section at the breaker zone and deep-water wave height, respectively.

It should be noted that the recreation range of the transmission coefficient presented by the transmission coefficient empirical equation of Van der Meer and Daemen (1994) is limited to a \( K_t \) range of 0.75–0.075, whereas that of d’Angremond et al. (1996) is limited to a \( K_t \) range of 0.8–0.075. Furthermore, based on the study conducted by Van der Meer et al. (2005), the aforementioned equations were compared to the transmission coefficients observed at actual beaches, and the results showed that the reproducibility of the equations decreased as the ratio of the crest width to the incident wave height \( (B/H_i) \) increased. In particular, it was determined that the equation presented by d’Angremond et al. (1996) tends to overestimate the transmission coefficient at \( B/H_i > 8 \) when the crest width is larger.

Seabrook and Hall (1998) conducted 2D and 3D hydraulic experiments and inferred that the results of the aforementioned
transmission coefficient empirical equations produce inaccurate results with an increase in the crest width of the rubble mound of submerged breakwaters. Consequently, they proposed the following transmission coefficient empirical equation, which exhibits high reproducibility even for very wide submerged breakwaters:

\[ K_t = 1 - \left( e^{-0.40\left(\frac{BR}{LD_{50}}\right)^1} - 1.00(\frac{H}{H_c})^{0.047} \right) - 0.067 \left( \frac{R_c H_r}{BD_{50}} \right) \]  

(7)

where \( L \) is the incident wavelength. However, the empirical equation of the transmission coefficient presented by Seabrook and Hall (1998) can properly recreate results of 2D hydraulic experiments but it cannot recreate that of a 3D hydraulic experiment. Additionally, outside the range expressed in Eqs. (8) and (9), where the crest width \( B \) of the submerged breakwater was excessively large or small, the reproducibility of the equation was poor.

\[ 0 \leq \frac{BR}{LD_{50}} \leq 7.08 \]  

(8)

\[ 0 \leq \frac{R_c H_r}{BD_{50}} \leq 2.14 \]  

(9)

Van der Meer et al. (2005) collated results obtained from the hydraulic experiments conducted by Seabrook and Hall (1998), including those of other researchers, and assembled more than 2,300 data to analyze the characteristics of transmission coefficient according to rubble mound protection. In addition, they compared the data with existing empirical equations presented by Van der Meer and Daemen (1994), d’Angremound et al. (1996), etc., then they proposed a transmission-coefficient empirical equation based on the \( B/H_r \) range. At \( B/H_r < 8 \), the equation presented by d’Angremound et al. (1996) exhibits high reproducibility, when Eq. (4) was applied. At \( B/H_r > 12 \) they adopted an empirical equation with high reproducibility, as expressed in Eq. (10). However, at \( 8 < B/H_r < 12 \), they performed linear interpolation.

\[ K_t = -0.30 \frac{R_c}{H_r} + 0.51 \left( \frac{B}{H_r} \right)^{0.65} (1 - e^{-0.41c}) \]  

(10)

The submerged breakwaters constructed in South Korea are mainly large-scale TTP rather than rubble mounds, as illustrated in Fig. 1. They are very wide submerged breakwaters with low crest heights of approximately 40 m used to increase the wave reducing effect. Consequently, errors can occur when applying the aforementioned transmission coefficient empirical equations of submerged breakwater to Korean structures. Therefore, this study adopted wave data that were observed in the front of and back of a submerged breakwater at the Bongpo Beach on the eastern coast of Korea to propose a transmission coefficient empirical equation of submerged breakwater with high reproducibility in the submerged breakwater environments of Korea.

2.2 Wave Observations Before and After Submerged Breakwater

Wave observations were conducted to analyze the transmission characteristics of the submerged breakwaters installed in the coastal areas of South Korea. The wave observations were carried out at Bongpo Beach, located in Kangwon-do Goseong-gun, from the 6th to 21st of August, 2019, during Krosa, the 10th typhoon of the season, which directly affected Korea’s eastern coast. The length, crest width, and crest height dimensions of the Bongpo Beach submerged breakwater are 150, 40, and 0.5 m, respectively. Three submerged breakwater segments were supposed to be built at 80 m intervals, and 110 m from the shoreline. Section 1 of the submerged breakwater, which is installed at the southern part of Bongpo Beach, has a length, crest width, and crest height of 40, 20, and 0.5 m, respectively. The bodies of the submerged breakwaters at the Bongpo Beach are all TTP 12.5t grade with porosity of 50%. Regarding the wave observations, pressure type wave gages (WTG-256) were installed in the front and back of the submerged breakwater located at the center of the Bongpo Beach, as shown in Fig. 2.

The wave heights at both sides were observed at 10-min intervals to obtain wave observations, as shown in Fig. 3. WTG-256 is a pressure type wave gage that measures wave height and period of time series data installed on the sea floor, however, it cannot measure the wave direction. If the water is significantly deep, the accuracy of the measured water pressure may decrease. Therefore, it is recommended that the WTG-256 should only be used in shallow seas with depths of 30 m or less. In short-period wave conditions, WTG-256 tends to underestimate wave height (US Army Corps of Engineers, 1984). In

Fig. 1 Definition sketch of crest height \( R_c \), incident wave height \( H_i \), reflected wave height \( H_r \) and transmitted wave height \( H_t \)

\[ H_c \]

\[ H_r \]

\[ H_t \]
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The results obtained from wave observation, the transmission coefficient when Krosa hit on August 16, 2019 remarkably decreased, which means that the design goal of controlling high waves effectively was optimally achieved.

2.3 Analysis of Submerged Breakwater Transmission Coefficient via Wave Observations

This study analyzed transmission characteristics according to incident wave height using the wave data obtained before and after the Bongpo Beach submerged breakwater. In the analysis results of the observation data, it is evident that waves were controlled by breaking mainly at the crest height. Additionally, via the effective crest height $R_e$ and the breaking coefficient $\gamma$, changes in the transmission wave height owing to the incident wave height can be easily expressed as the error function below. Here, the effective crest height refers to the crest height, as well as the effects of evaporation, permeability, etc., caused by the porosity of the submerged breakwater porosity.

$$H_i = \gamma R_e \text{erf} \left( \frac{H_i}{R_e} \right)$$  \hspace{1cm} (11)

Therefore, the following transmission coefficient empirical equation can be obtained from Eq. (11).

$$K_t = \frac{\gamma R_e \text{erf} \left( \frac{H_i}{R_e} \right)}{H_i}$$  \hspace{1cm} (12)

Fig. 4 presents the results obtained from comparing Eqs. (11) and (12) with the wave data observed at the coast. It can be observed that the empirical equations of the transmission coefficient exhibit high reproducibility. Here, 0.78 was taken as the breaking coefficient $\gamma$. Based on the observed values presented in Fig. 4, transmission cases where the coefficient $K_t$ was greater than one, owing to reflected waves, were considered to be attributable to reflected waves. The data obtained from the observation of location A were considered to be the incident wave height $H_i$, which ignores the effect of reflected waves. When the crest heights, 0.5 and 1.0 m, specified in the design diagram of the Bongpo Beach’s submerged breakwater, are used in Eqs. (11) and (12), the results diverge from the observed values, as indicated by
the dotted lines in Fig. 4. However, when 1.25 m is used, the results correspond optimally with the observed values, as illustrated by the solid line. This indicates that the effective crest height of the Bongpo Beach is $H_c$. Therefore, using Eq. (12), the transmission coefficient of the submerged breakwater is estimated to be 0.8 when the incident wave height is equal to Bongpo Beach’s average wave height of 0.76 m, and the transmission coefficient is estimated to be 0.15 at a 30-year wave height of 6.48 m.

Fig. 5 presents the results obtained from comparing the transmission-coefficient empirical equation proposed in this study with those of Takayama et al. (1985) and d’Angremond et al. (1996). Here, the gradient of the submerged breakwater installed at Bongpo Beach is 3:4, and $\tan \beta = 3/4$ is adopted while wave period $T$ is set at 7 s. In the comparison results, when $H_i > 2$ m, the equations proposed by Takayama et al. (1985) and d’Angremond et al. (1996) both converge in the $0.2 < K_i < 0.4$ range as the incident wave height increases, similar to the observed data case. However, at a small wave height of $H_i > 2$ m, a tendency to underestimate the transmission coefficient was observed.

3. Transmission Coefficient Analysis of Submerged Breakwater via Numerical Modeling

The data observed by the pressure-type wave gague do not include information on wave direction. Therefore, a wave deformation numerical model was used to analyze the effects of wave direction, as well as the wave height and period. This study examined the effects of the direction angles of incident wave, 0°, 10°, and 20°, on the transmission coefficient. For the wave model, this study adopted 2D WADEM, which employs a parabolic mild-slope equation.

3.1 Wave Deformation Numerical Model

The wave deformation phenomena modeled by WADEM include shoaling, refraction, diffraction, and reflection. Excluding non-linearity, most of the phenomena were recreated by the model using the mild-slope equation (Lee and Lee, 2006). The wave model that was used to analyze the transmission characteristics of the submerged breakwater was the WADEM numerical model, which performs numerical analysis on linear and hyperbolic mild-slope equations using the ADI technique introduced by Lee (1994). This model consists of the parabolic equation presented by Radder (1979), which can be used in large areas, and the hyperbolic wave model of Madsen and Larsen (1987), which excels at modeling harbor tranquility after harbor construction. This study adopted Eq. (13) as the governing equation, and it employed a parabolic wave model that provides accurate results on the shoaling, refraction, and wave crossing phenomena in a large area, with significantly stable numerical calculations.

$$2k_c \frac{\partial A}{\partial x} + (k_c^2 - k_i^2)A + \frac{\partial^2 A}{\partial y^2} = 0$$

(13)
Here, $k_0^2 = k^2 + v^2 (\beta C)^{0.95} / (\alpha C)^{0.5}$ and the numerical analysis are performed by the implicit method using a tridiagonal matrix. Boundary processing was carried out by Lee (1998). In this model, the energy attenuation caused by breaking waves was considered by the breaking wave formula, expressed in Eq. (14).

$$H_b = \gamma H_b$$

(14)

where the subscript $b$ represents the breaking wave location.

### 3.2 WADEM Application Results

The numerical model used to analyze the transmission characteristics of the submerged breakwater created a regular grid, $\Delta x = \Delta y = 2$ m, in a $400 \times 400$ m area, and submerged breakwater with a width, length, and depth of 40, 200, and 4 m, respectively. Fig. 6(a) presents a contour line of bathymetry at Bongpo Beach where the wave observations were conducted. Fig. 6(b) illustrates the water depth that was created for the numerical model.

WADEM was utilized to analyze the transmission characteristics of three submerged breakwaters with crest heights of 1.5, 1.7, and 1.9 m, respectively, according to wave height, as presented in Table 1.

![Fig. 6](image_url)

Fig. 6 Water depth at Bongpo beach and for wave model

![Fig. 7](image_url)

Fig. 7 Transmission characteristics at crest height $H_c$ via numerical model

### Table 1 Test conditions adopted in this study

<table>
<thead>
<tr>
<th>Crest height (m)</th>
<th>Incident wave height (m)</th>
<th>Wave period (s)</th>
<th>Wave angle (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>0.25</td>
<td>7, 9, 11</td>
<td>0, 10, 20</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>1.50</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>3.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.25</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.50</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td>1.7</td>
<td>0.75</td>
<td>7, 9, 11</td>
<td>0, 10, 20</td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>1.50</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.25</td>
<td>3.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.50</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.75</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td>1.9</td>
<td>1.00</td>
<td>7, 9, 11</td>
<td>0, 10, 20</td>
</tr>
<tr>
<td></td>
<td>1.50</td>
<td>1.50</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.75</td>
<td>3.00</td>
<td></td>
</tr>
</tbody>
</table>
presents the results of the numerically modeled transmission wave heights for six incident wave heights from 0.25 to 3 m at wave periods of 7, 9, and 11 s, as well as wave directions of 0°, 10°, and 20°. Here, a wave direction of 0° indicates a wave approaching perpendicularly to the submerged breakwater. Additionally, the wave direction was altered in a clockwise direction. As shown in Fig. 7, at the same incident wave height, the transmitted wave height decreased with the crest height. This indicates that wave control was effectively achieved by a low crest height.

### 3.3 Transmission Characteristics Analysis of Submerged Breakwater via Numerical Modeling

The three crest height cases modeled in Fig. 7 were compared to the field observation data and Eqs. (11) and (12). As can be observed in Fig. 8, the results show that the characteristics observed in the field were best reflected at a crest height of 1.9 m. Here, the breakwater used in the wave model had a porosity of 0%, whereas TTP, which was adopted as the body of the submerged breakwater installed on the coast, conventionally exhibits a porosity of around 50%, and the results of hydraulic experiment agreed well with this value (Shin et al., 2008). Shin et al. (2008) performed hydraulic experiments that confirmed that the transmission coefficient of breakwater increases with its porosity. This means that submerged breakwaters with low porosity exhibit superior wave dissipating effects. Therefore, it is inferred that the transmission coefficient results of the numerical model’s wave height are greater than those of the observed data owing to the difference in submerged breakwater porosity.

Fig. 9 presents the results of the numerical model for the transmission coefficient according to the wave period and direction when the crest height was 1.9 m. It can be observed that the transmission coefficient appeared to decrease as the wave period and incident wave direction angle increased. It can also be observed that the transmission coefficient exerts a greater effect on the wave period, and the wave control effect of the submerged breakwater is greater when the wave approaches the submerged breakwater perpendicularly compared to when it approaches obliquely.

![Fig. 8](image1.png)

**Fig. 8** Comparison of observed data, calculated, and numerical model results ($R_c = 1.9$ m)

![Fig. 9](image2.png)

**Fig. 9** Influence of wave period and wave angle on wave transmission coefficient via numerical model
4. Conclusion

In South Korea, submerged breakwater construction is often used to reduce the energy of incident waves and minimize damage to the landscape, and the transmission coefficient of a submerged breakwater plays a major role in determining the performance of the breakwater. However, research on analyzing the transmission characteristics of submerged breakwaters in South Korea has been insufficient, where the submerged breakwaters usually have low crest heights and large crest widths, and TTP is utilized as the submerged breakwater body. Consequently, it is unavoidable to adopt foreign empirical equations for transmission coefficients of submerged breakwater which leads to inaccurate analysis results when calculating the transmission coefficients. Therefore, this study has proposed an empirical equation for a transmission coefficient that implements wave data observed at actual coastal areas. Additionally, this study has adopted WADEM to analyze the effect of wave direction and compensate for the limitations of the observation data.

When Typhoon Krosa hit in August 2019, two pressure-type wave gages were installed to conduct wave observations at both sides of a submerged breakwater at Bongpo Beach in Kangwon-do Goseong-gun, where coastal improvement projects are currently taking place. Based on these observations, this study has proposed Eq. (12), an empirical equation with high reproducibility for the transmission coefficient of wave height. This equation was analyzed and compared with the empirical equations of transmission coefficient proposed by Takayama et al. (1985) and d'Angremont et al. (1996). The analysis results demonstrate that the existing equations of transmission coefficient converge on a wave height transmission coefficient range of 0.2-0.4 when the incident wave height is 2 m or greater, similar to that of the observed wave data. However, at an incident wave height of 2 m or less, the equations diverged significantly from the observed wave data. It is inferred that this divergence occurs because of the construction environment in South Korea, where highly porous TTP is preferred to rubble mounds, and low crest heights are used for effective wave control.

The observed data did not include information on wave direction, and 2D WADEM was adopted to analyze the wave period and direction effects. The analysis results showed that the transmission coefficient decreased as the wave period and direction increased, and the wave direction exerted a relatively significant effect on the transmission coefficient. In addition, it was inferred that the transmission coefficient results of the numerical model diverged from the observed data owing to the porosity of the submerged breakwater, and it was concluded that the transmission coefficient of the submerged breakwater increases with its porosity. Therefore, it will be necessary to perform further research to analyze the influence of porosity on the wave height transmission coefficient according to the shape and body of the submerged breakwater.
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1. Introduction

South Korea has a large ocean area, complex coastlines, and many small and large islands. Because of these geographic characteristics, ships are widely used as a method of commercial transportation (Kim et al., 2020). Maritime accidents that occur during the navigation of such vessels result in a high number of human casualties and substantial property damage. If oil is spilled from the vessel, the environment also becomes polluted, leading to greater societal loss. The current management system and follow-up measures for preventing such accidents are limited, and the actual effect of these measures has been insignificant. As a result, the frequency of maritime accidents greatly varies each year. In addition, the activity boundary of fishing boats and the demand for tourism in island regions have risen, resulting in an increased risk of accidents. Moreover, the country is highly dependent on marine transport, yet it is not possible to transport goods by land during the import and export process due to the geographical environments. Hence, most goods are transported by maritime vessels. As a result, maritime traffic and congestion are rising rapidly. Meanwhile, small and medium-sized ships, such as fishing boats and coastal passenger vessels, make up a large proportion of the registered vessels in South Korea, and many maritime accidents are caused by these ships (Jung, 2013; Park et al., 2018). Most ship accidents are caused by marine navigational mistakes, such as lack of vigilance, violation of navigation laws, and failure to comply with work safety regulations. Even a large proportion of human casualties are attributed to overboard accidents caused by loss of footing or carelessness. To prevent maritime accidents caused by human factors, such as ships colliding or running aground and overboard falls, it is necessary to adopt a system that promptly recognizes and predicts risk factors by linking the navigation communication equipment with CCTV (Closed-circuit television) camera images and alerting...
navigators with warnings based on the situation and the safety
information related to the sea route.

Therefore, to enhance the safety and navigational reliability of small
and medium-sized vessels, this paper presents a fundamental study of
a video-integrated collision prediction and fall detection system that
combines data from an automatic identification system (AIS), which is
essential navigation communication equipment for ships, with images
from a CCTV camera. Section 2 of this paper analyzes the background
and needs, including related studies conducted in South Korea and
overseas. Section 3 describes the composition of the system being
developed and the design of each component. Section 4 discusses the
implementation of the algorithm and interface modules, and Section 5
deals with the content related to testing and performance verification.
Section 6 concludes the paper with the conclusion and suggestions for
future studies.

2. Background and Literature Review

2.1 Background and Needs

According to statistics, a total of 2,971 maritime accidents occurred
in 2019. Although both major and minor causes played a role in the
maritime accidents, human mistakes accounted for approximately
80% of the accidents (MOF, 2020). These human mistakes can be
attributed to a variety of factors, such as the behavior, habits, and
mindset of operators, the internal and external environment, customary
practices and the culture of the organization, and relationships with
coworkers (Kim et al., 2011). It is difficult to accurately identify and
eliminate complicated human errors, and the conventional methods of
re-education and training have limitations. Furthermore, more than
84% of the accidents were caused by small and medium-sized ships.
This is because, in comparison with large vessels, these ships are
relatively vulnerable to the marine environment, their navigators are
older, they have inadequate communication equipments for
navigation, or they have insufficient information. For overboard
accidents, a timely response in rescuing people who have fallen
overboard is important. However, man overboard (MOB) equipment
operates after a person falls overboard, so it cannot prevent or predict
such accidents.

2.2 Literature Reviews

Domestic studies that utilize images to aid maritime safety include
the development of an algorithm that uses computer vision to measure
maritime traffic and to confirm collision with marine structures; the
implementation of an augmented reality-based image analysis module
that visualizes the navigation information to enable the navigator to
simultaneously check both outside of the ship's bridge and the
navigation information; the development of a camera-AIS-linked
active monitoring and approach alarm system to protect marine buoys;
and the study of a search and rescue method using cameras and drones
for overboard accidents (Joo et al., 2011; Lee et al., 2013; Kim and
Jeong, 2017; Hwang et al., 2018). However, the objectives of these
studies were to prevent other ships from approaching the vessel and to
help in incidents of maritime distress. Hence, their systems performed
different functions than the system developed in this study. Moreover,
these systems were not integrated with the equipment installed on the
vessel, so they had to be operated separately. Because the number of
pieces of equipment used in navigation is thus increased, more burden
is placed on the navigator.

In other countries, research on automated maritime surveillance
using CCTV cameras is actively ongoing to cope with increased
maritime traffic. One study was conducted to develop a system to track
vessels and provide visualized information using the identification
information obtained by combining the data collected by the vessel
traffic service (VTS) system with CCTV images (Bloisi et al., 2011;
Bloisi et al., 2016; Xiao et al., 2018). Because the systems developed
in these studies operated on land, they mainly supported control
activities and could not recognize or respond to dangerous situations
on the vessel.

Therefore, the system developed in this study recognizes vessels in
the CCTV camera images using artificial intelligence and displays the
vessel's information in an integrated manner by linking with the
navigation communication equipment. In addition, because it
recognizes people, the system can detect an overboard fall, which
could occur while the crew members are working. It also provides the
navigator with warnings in each phase to raise awareness in response
to dangerous situations such as collision and drowning.

3. Design of the System

3.1 Automatic Identification System (AIS)

When the vessel is navigating, it uses various types of navigation
communication equipment to identify maritime traffic conditions and
consider them in operation and navigation plans to prevent maritime
accidents. A radar emits electromagnetic waves out to sea, and then it
receives, analyzes, and displays the signals reflected from the surface
of objects. Because radars are expensive, they are installed and
operated predominantly in large vessels. However, their reception
sensitivity is degraded under inclement weather conditions or when
the waves are high. Furthermore, radars can only check for the
existence of other ships. They cannot identify other information, such
as the name and type of the ship and its cargo, without installing
additional equipment. Radars have a disadvantage in that it is difficult
to detect a target behind a bend or an obstacle. To remedy such issues,
the International Maritime Organization (IMO) recommends installing
AIS on vessels.

The AIS is a piece of navigation communication equipment used to
exchange a vessel's information with another vessel, as well as
between vessel and land. According to the status or demand of the
vessel, it can transmit wireless data over the VHF (Very high
frequency) frequency band. The AIS also provides maritime mobile
service identities (MMSI), static information (the IMO identification
number, name of the vessel, vessel specifications, etc.), and dynamic
information (navigation status, speed, location, and course of the vessel). Using the AIS, the VTS center manages the passage of vessels and supports vessels when they navigate coastal waters. Fig. 1 shows the AIS receiver installed for this study.

3.2 Composition of the System

As shown in Fig. 2, the video-integrated collision prediction and alarm system, which combines the AIS with CCTV camera images, consists of the following six components.

(1) The ship recognition algorithm obtains images of the visual scene in front of the ship from a camera facing the ship's bow. Using artificial intelligence, the ship recognition algorithm recognizes other vessels in these images, such as large, medium, and small ships and fishing boats, that could be a risk factor during navigation.

(2) The crew recognition algorithm obtains images of the visual scene behind the ship using a camera facing the ship's stern. Using artificial intelligence, the crew recognition algorithm recognizes the crew in these images to identify human accidents due to falls that could occur the carelessness of people onboard the ship. The term crew means people who are operating or navigating the ship or performing desk jobs. However, everyone onboard the ship, including the crew members, passengers, and people living on the islands, is exposed to the risk of overboard falls. Therefore, in this study, the term crew is used to refer to everyone onboard the ship.

(3) The interface module analyzes the AIS data received in the IEC 61162-1/2(NMEA 0183) sentence format. Based on the analysis, the interface module converts and processes the location of the host ship and the static and dynamic information about other vessels.

(4) If the ship recognition algorithm recognizes another vessel, and that vessel's location matches the location processed by the interface module, the integrated display module displays the name, speed, and location of that vessel in text format on the camera image layer. For any vessel that was recognized as a marine obstacle but whose accurate location information could not be acquired because the AIS was not installed, only the distance between that vessel and the host ship is displayed.

(5) The collision prediction and fall detection module calculates the distance between the marine obstacle recognized by the ship recognition module and the interface module. It also calculates the location of the predicted collision. In addition, this module monitors dangerous situations, such as when a crew member who is recognized is approaching a set boundary or falls over the guardrail.

(6) The alarm management module receives the data analyzed by the collision prediction and fall detection module and triggers the navigator alarm according to the set risk stages.

4. Implementation of the Algorithm and Interface Module

Prior to developing an overall video-integrated collision prediction and fall detection system to support the navigation safety of small and medium-sized ships, we implemented the ship and crew recognition algorithm and the AIS data interface module.

4.1 Implementation of the Ship and Crew Recognition Algorithm

Past studies on object recognition identified an object by evaluating the features of the object. Afterward, the object was divided into a grid. The feature information was constructed for each area, and machine learning was used for object recognition. However, convolutional neural network (CNN)-based deep learning has emerged, which shows performance superior to previous methods. Hence, the object recognition rate has improved (Lee et al., 2018). Therefore, an algorithm was implemented to recognize ships and crew in the images obtained based on a deep learning model appropriate for real-time image recognition. The you only look once (YOLO) v2, which is widely used in related fields, was used as the deep learning model. This method sections the input image into a grid and finds the object to be recognized in each cell. The network structure diagram for this method is shown in Fig. 3.

The 2014 COCO dataset (COCO, 2014) includes a variety of images, such as vessels, people, cars, and animals. It also includes the coordinates, width, and height information of the objects. The
2014 COCO dataset was selected as the learning data, and approximately 82,000 images were used in training. Based on the observation that the input images were in color, arbitrary lighting was added to adjust the brightness. The images were preprocessed by adjusting the brightness to improve the performance and effects of the deep learning model during the learning process. The algorithm was developed as a C++ library to make it easy to expand it to application software and apply it to an operating system. NVIDIA CUDA was used to process the images at high speed.

4.2 Implementation of the Interface Module

The AIS interface software module is needed to map and display the information about the ship shown on the CCTV camera image. Out of a total of 27 messages (number 1 through number 27), message number 5 contains static and navigation-related data for Class A equipment. Message numbers 1 through 3 are the dynamic and location reporting data of Class A equipment. The AIS interface software module was implemented to convert and process these messages. Here, Class B equipment is used by small vessels in South Korea. However, fishing boats make up a large proportion of these vessels. Instead of Class B equipment, fishing boats use the vessel pass (V-Pass) equipment, which automatically reports the location of the vessel to the VTS center and transmits a distress signal if the ship is tilted beyond a certain angle. However, for security reasons, the permission and agreement of the Korean Coast Guard are required before V-Pass data can be collected, analyzed, and used. Therefore, the V-Pass data are excluded from this study.

The functions of the interface module, such as a serial communication port and speed settings, that store the text related to the received data, remove the list, and exit this interface module are shown on the upper left corner of the screen. The list of the received AIS raw data is shown on the bottom left corner of the screen. The interface module was implemented to show compressed messages on the right side after they are converted and processed according to the IEC 61162-1/2 (NMEA 0183) international standard. Fig. 4 shows the implemented interface module.

5. Component Testing and Performance Verification

A test program was developed to evaluate the performance of the ship and crew recognition algorithm. The test program places a blue border around the object deemed to be the pre-defined object in the input image using the object’s coordinates. The program also places a red border around the object recognized using the algorithm and prints and saves the screen. Moreover, the program was implemented to calculate and display the mean average precision (mAP) for the object recognition performance, which is used as a performance indicator in object detection related application fields, to represent the object recognition performance quantitatively. First, 120 images were collected from an Internet portal to test the recognition of ships. Fig. 5 shows some of the results obtained by inputting the collected images into the test program.
Fig. 6 Test result for the ship recognition

<table>
<thead>
<tr>
<th>Sorting by probability...</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculate Precision Recall...</td>
</tr>
<tr>
<td>recall = 0, precision = 1</td>
</tr>
<tr>
<td>recall = 0.1, precision = 0.972973</td>
</tr>
<tr>
<td>recall = 0.2, precision = 0.959184</td>
</tr>
<tr>
<td>recall = 0.3, precision = 0.909091</td>
</tr>
<tr>
<td>recall = 0.4, precision = 0.859813</td>
</tr>
<tr>
<td>recall = 0.5, precision = 0.847458</td>
</tr>
<tr>
<td>recall = 0.6, precision = 0</td>
</tr>
<tr>
<td>recall = 0.7, precision = 0</td>
</tr>
<tr>
<td>recall = 0.8, precision = 0</td>
</tr>
<tr>
<td>recall = 0.9, precision = 0</td>
</tr>
<tr>
<td>recall = 1, precision = 0</td>
</tr>
</tbody>
</table>

Interpolation Precision...
Calculate Average Precision...
Average Precision = 0.5044111

mAP = 50.4411%

Fig. 7 mAP for ship recognition

In the result image shown in Fig. 6, there are three vessels in the picture. It is evident that the blue border area was defined by the ships, and the red border area was based on the algorithm overlap, and there is not much difference between them. Also, the implemented algorithm showed a ship recognition performance of 50.44 mAP, and Fig. 7 shows this result.

The evaluation data were collected to test crew recognition using the same method. The data were input into the program, and tests were performed. Fig. 8 shows some of the test results on 120 evaluation images collected for the crew recognition, and Fig. 9 shows one of the resulting images. In Fig. 9, there are three people in the picture. However, the result marked by the algorithm shows one additional border area in addition to the three border areas overlapping the defined areas. The analysis revealed that the algorithm misidentified the guardrail of the yacht as a person. To improve the recognition accuracy, pictures of people taken from various angles must be obtained, and further learning is required. The crew recognition performance of the implemented algorithm is 46.76 mAP, and this result is shown in Fig. 10.

The AIS was installed to test the interface module. The compressed information for the interface and the message numbers for the data received via the AIS were converted and processed, as shown in Fig. 11. The tenth item in the list of the received AIS raw data is message number 1. It indicates that a vessel with MMSI number 352689000 is navigating using an engine. This vessel is moving at a speed of approx. 8.0 km/h with a heading of 89° at a longitude of 128°49'30.2"E and a latitude of 35°04'20.4"N. The same raw data were input into the AIS message decoder available online. A comparison of the two results confirmed that the interface module processed the message accurately (Thomas, n.d.).

Fig. 8 Test result image sets for crew recognition

Fig. 9 Test result for the crew recognition

<table>
<thead>
<tr>
<th>Sorting by probability...</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculate Precision Recall...</td>
</tr>
<tr>
<td>recall = 0, precision = 1</td>
</tr>
<tr>
<td>recall = 0.1, precision = 0.882979</td>
</tr>
<tr>
<td>recall = 0.2, precision = 0.841398</td>
</tr>
<tr>
<td>recall = 0.3, precision = 0.818868</td>
</tr>
<tr>
<td>recall = 0.4, precision = 0.815172</td>
</tr>
<tr>
<td>recall = 0.5, precision = 0.785558</td>
</tr>
<tr>
<td>recall = 0.6, precision = 0</td>
</tr>
<tr>
<td>recall = 0.7, precision = 0</td>
</tr>
<tr>
<td>recall = 0.8, precision = 0</td>
</tr>
<tr>
<td>recall = 0.9, precision = 0</td>
</tr>
<tr>
<td>recall = 1, precision = 0</td>
</tr>
</tbody>
</table>

Interpolation Precision...
Calculate Average Precision...
Average Precision = 0.467634

mAP = 46.7634%

Fig. 10 mAP for the crew recognition
6. Conclusion and Future Studies

This paper described a fundamental study on a video-integrated collision prediction and fall detection system to support small and medium-sized vessels in navigating safely. Based on artificial intelligence, this system recognizes ships and the crew in the images obtained from a CCTV camera installed on the vessel, predicts collision, and detects an overboard fall. Furthermore, the system converts the static and dynamic data for a vessel collected via the AIS and displays the images and information in an integrated manner. The system also alerts the navigator with warnings in each phase according to the analysis result of dangerous situations. The system components were designed, and the ship and crew recognition algorithm and the interface module were implemented and tested. The result showed a ship recognition performance of 50.44 mAP and a crew recognition performance of 46.76 mAP. The interface module was tested by verifying whether the message received through the installed AIS is converted and processed according to international standards.

We are currently developing the collision prediction and fall detection module to predict accidents involving the ships and crew recognized in the images. We are also researching an overlay technique specialized for maritime cameras to display information in an integrated manner. Furthermore, we are improving the algorithm's object recognition accuracy. We plan to complete the development of the designed video-integrated collision prediction and fall detection system in the future. We also plan to verify the performance and function of the system in the maritime environment using a real vessel to ensure that the system is useful.
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2.2 Requirement for Membership

One of the authors who submits a paper or papers should be member of The Korea Society of Ocean Engineers (KSOE), except a case that editorial board provides special admission of submission.

2.3 Publication Type

Article types include scholarly monographs (original research articles), technical articles (technical reports and data), and review articles. The paper should have not been submitted to other academic journal. When part or whole of a manuscript was already published to conference papers, research reports, and dissertations, then the corresponding author should note it clearly in the manuscript.

Example: It is noted that this paper is revised edition based on proceedings of KAOST 2100 in Jeju.

2.4 Copyright

After published to JOET, the copyright of manuscripts should belong to KSOE. A transfer of copyright (publishing agreement) form can be found in submission website (http://www.joet.org).

2.5 Manuscript Submission

Manuscript should be submitted through the on-line submission website (http://www.joet.org). The date that manuscript was received through on-line website is the official date of receipt. Other correspondences can be sent by an email to the Editor in Chief or secretariat. The manuscript must be accompanied by a signed statement that it has been neither published nor currently submitted for publication elsewhere. The manuscript should be written in English or Korean. Ensure that graphics are high-resolution. Be sure all necessary files have been uploaded/ attached.

2.5.1 Author’s checklist

Author’s checklist and Transfer of copyright can be found in submission homepage (http://www.joet.org).

3. Manuscript

Manuscript must be edited in the following order: (1) Title, (2) Authors’ names and affiliations, (3) Keywords, (4) Abstract, (5) Nomenclature (optional), (6) Introduction, (7) Main body (analyses, tests, results, and discussions), (8) Conclusions, (9) Conflict of interest (optional), (10) Funding (optional), (11) Acknowledgements (optional), (12) References, (13) Appendices (optional), (14) Author’s ORCIDs.

3.1 Unit

Use the international system units(SI). If other units are mentioned, please give their equivalent in SI.

3.2 Equations

All mathematical equations should be clearly printed/typed using well accepted explanation. Superscripts and subscripts should be typed clearly above or below the base line. Equation numbers should be given in Arabic numerals enclosed in parentheses on the right-hand margin. The parameters used in equation must be defined. They should be cited in the text as, for example, Eq. (1), or Eqs. (1)–(3).

\[
G_{GEV}(x; \mu, \sigma, \xi) = \begin{cases} 
\exp \left[ - \left( \frac{x - \mu}{\sigma} \right)^{1/\xi} \right] & \xi \neq 0 \\
\exp \left[ - \exp \left( - \frac{x - \mu}{\sigma} \right) \right] & \xi = 0 
\end{cases}
\]

in which \( \mu, \sigma, \) and \( \xi \) represent the location (“Shift” in figures), scale, and shape parameters, respectively.

3.3 Tables

Tables should be numbered consecutively with Arabic numerals. Each table should be typed on a separate sheet of paper and be fully titled. All tables should be referred to in the texts.
### Table 1 Tables should be placed in the main text near to the first time they are cited

<table>
<thead>
<tr>
<th>Item</th>
<th>Buoyancy riser</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segment length^{1}(m)</td>
<td>370</td>
</tr>
<tr>
<td>Outer diameter (m)</td>
<td>1.137</td>
</tr>
<tr>
<td>Inner diameter (m)</td>
<td>0.406</td>
</tr>
<tr>
<td>Dry weight (kg/m)</td>
<td>697</td>
</tr>
<tr>
<td>Bending rigidity (N·m²)</td>
<td>1.66E8</td>
</tr>
<tr>
<td>Axial stiffness (N)</td>
<td>7.098E9</td>
</tr>
<tr>
<td>Inner flow density (kg·m³)</td>
<td>881</td>
</tr>
<tr>
<td>Seabed stiffness (N/m/m²)</td>
<td>6,000</td>
</tr>
</tbody>
</table>

^{1}Tables may have a footer.

### 3.4 Figures

Figures should be numbered consecutively with Arabic numerals. Each figure should be fully titled. All the illustrations should be of high quality meeting with the publishing requirement with legible symbols and legends. All figures should be referred to in the texts. They should be referred to in the text as, for example, Fig. 1, or Figs. 1–3.

![Fig. 1](image1.png)  
(a) Description of what is contained in the first panel

![Fig. 1](image2.png)  
(b) Description of what is contained in the second panel

**Fig. 1** Schemes follow the same formatting. If there are multiple panels, they should be listed as: (a) Description of what is contained in the first panel; (b) Description of what is contained in the second panel. Figures should be placed in the main text near to the first time they are cited.

### 3.5 How to Describe the References in Main Texts

All references should be listed at the end of the manuscripts, arranged in order of Alphabet. References in texts follow the American Psychological Association (APA) style. The exemplary form of listed references is as follows:

- Single author: (Kim, 1998) or Kim (1998)
- Two authors: (Kim and Lee, 2000) or Kim and Lee (2000)
- Three or more authors: (Kim et al., 1997) or Kim et al. (1997)
- Two or more papers: (Lee, 1995a; Lee, 1995b; Ryu et al., 1998)
- Year unknown: (Kim, n.d.) or Kim (n.d.)

### 4. Results

This section may be divided by subheadings. It should provide a concise and precise description of the experimental results, their interpretation as well as the experimental conclusions that can be drawn. Tables and figures are recommended to present the results more rapidly and easily. Do not duplicate the content of a table or a figure with in the Results section. Briefly describe the core results related to the conclusion in the text when data are provided in tables or in figures. Supplementary results can be placed in the Appendix.

### 5. Discussion

Authors should discuss the results and how they can be interpreted in perspective of previous studies and of the working hypotheses. The findings and their implications should be discussed in the broadest context possible. Future research directions may also be highlighted.
6. Conclusions

This section can be added to the manuscript.
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