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



























Earth-fixed coordinate
Body-fixed coordinate
Heading angle
Ship speed 
Drift angle 
Surge velocity
Sway velocity
Yaw rate 
Surge acceleration
Sway acceleration 
Angular acceleration 
Yaw mass motion of inertia
Longitudinal center of gravity
Ship mass































Propeller revolution
Thrust deduction factor
Longitudinal coordinate of propeller position
Lateral coordinate of propeller position
Wake coefficient in maneuvering motion
Propeller thrust open water characteristic
Propeller advanced ratio
Steering resistance deduction factor
Rudder increase factor
Longitudinal coordinate of the rudder position
Rudder normal force
Resultant rudder inflow velocity
Effective inflow angle to the rudder
Longitudinal inflow velocity
Lateral inflow velocity
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ABSTRACT: To reach a port, a ship must pass through a shallow water zone where seabed effects alter the hydrodynamics acting on the 
ship. This study examined the maneuvering characteristics of an autonomous surface ship at 3-DOF (Degree of freedom) motion in deep 
water and shallow water based on the in-port speed of 1.54 m/s. The CFD (Computational fluid dynamics) method was used as a 
specialized tool in naval hydrodynamics based on the RANS (Reynolds-averaged Navier-Stoke) solver for maneuvering prediction. A virtual 
captive model test in CFD with various constrained motions, such as static drift, circular motion, and combined circular motion with drift, 
was performed to determine the hydrodynamic forces and moments of the ship. In addition, a model test was performed in a square tank for 
a static drift test in deep water to verify the accuracy of the CFD method by comparing the hydrodynamic forces and moments. The results 
showed changes in hydrodynamic forces and moments in deep and shallow water, with the latter increasing dramatically in very shallow 
water. The velocity fields demonstrated an increasing change in velocity as water became shallower. The least-squares method was applied to 
obtain the hydrodynamic coefficients by distinguishing a linear and non-linear model of the hydrodynamic force models. The course stability, 
maneuverability, and collision avoidance ability were evaluated from the estimated hydrodynamic coefficients. The hydrodynamic 
characteristics showed that the course stability improved in extremely shallow water. The maneuverability was satisfied with IMO (2002) 
except for extremely shallow water, and collision avoidance ability was a good performance in deep and shallow water.
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









 







′
′

Rudder lift gradient coefficient
Rudder aspect ratio
Ratio of a wake fraction at propeller and rudder 
positionsAn experimental constant for expressing 

Ratio of propeller diameter to rudder span
Flow straightening coefficient
Effective inflow angle to the rudder in maneuvering motions
Wake correction coefficient
Geometrical inflow angle the to propeller in maneuvering 
motions
Course stability index
Yaw damping lever
Sway damping lever

1. Introduction

When a ship navigates in waters with varying depths, such as 
in-port, straits, and channel, it encounters danger from sinkage and 
trim, as well as changes in maneuvering characteristics. The 
interaction influences the behavior of ships in shallow water, and the 
flow velocity is increased by the gap between the ship bottom and the 
seabed. Furthermore, because of Bernoulli’s law, the pressure field in 
that area decreased, causing fluctuations in the hydrodynamic forces 
and moments, changing the attitude of ships, potentially resulting in 
unexpected collisions.

Research on the influence of shallow water has been conducted in 
recent years. Duarte et al. (2016) classified the water level in ship 
maneuvering based on the draft to water depth ratio () of a ship as 
deep water:  > 3.0; medium-deep water: 1.5 <  < 3.0; shallow 
water: 1.2 <  < 1.5; and extremely shallow water:  < 1.2. In 
addition, the authors provided some aspects affected by shallow water 
as resistance, trim, checking, counter tuning ability, turning diameter, 
and rate of turn. Jachowski (2008), Yun et al. (2014), and Lee (2021) 
examined the ship squat, also known as sinkage and trim in shallow 
water. Delefortrie et al. (2016) conducted the captive model test based 
on the 6-DOF (degree of freedom) maneuvering model of KVLCC2 
(KRISO Very large crude oil carrier 2) at various under keel clearances 
of 20%, 30%, and 80%. In the study, the ship was forced in the 
horizontal 3-DOF with free heave and pitch motion, while the roll was 
estimated from the roll decay test. In addition, some assumptions and 
numerical analyses were applied to assess the ship in vertical motion. 
Taimuri et al. (2020) studied the 6-DOF maneuvering model in deep 
and shallow water. It started from horizontal 3-DOF and non-linear 
unified seakeeping. The maneuvering time-domain using a numerical 
decay test was introduced as a rapid method for estimating the heave, 
roll, and pitch motion. Carrica et al. (2016) used CFD (Computational 
fluid dynamics) and an experimental study to develop a direct method 
for zigzag maneuvers in shallow water ( = 1.2) for KCS (KRISO 
container ship). A satisfactory relationship between CFD and the 

experimental study was observed for self-propulsion results and 
zigzag variables except for the yaw and yaw rate. Lee and Hong (2017) 
examined the course stability in shallow water for very large vessels 
like KVLCC2 and DTC using CFD. The study confirmed that the 
course stability was improved in very shallow water and was more 
significant in KVLCC2.

Kim et al. (2007) used a mathematical model for a twin-propeller 
ship. They developed a 4-DOF mathematical model for a maneuvering 
simulation of a large container ship with a twin-propeller and twin- 
rudder, including roll motion effects by a model test and numerical 
simulation. According to the simulation results, the twin-propeller ship 
reported worse turning but better course-keeping and course-changing 
abilities than the single-propeller ship. Khanfir et al. (2011) presented a 
3-DOF mathematical model for a twin-rudder system. A method based 
on free-running model test was proposed to estimate the rudder hull 
interaction coefficients. Di Mascio et al. (2011) used various prediction 
methods, namely statistical regression, system identification, and 
RANSE (Reynold-Averaged Navier-Stoke Equation), to estimate the 
maneuverability behavior of twin-propeller naval ships. 

To address collision avoidance, Shaobo et al. (2020) proposed a new 
collision avoidance decision-marking system based on a modified 
velocity obstacle method designed for an autonomous ship. Lee et al. 
(2020) presented a collision avoidance method for multi-ship 
encounter situations. The round generating algorithm, which consisted 
of course changing and track keeping, was introduced to guide the ship 
to turn away from the obstacles and steer the ship back. Yim (2021) 
identified the effect of turning characteristics on collision avoidance 
for maritime autonomous surface ships. A method that could change 
the rudder angle and the ship speed was proposed to investigate the 
effect of turning ability on collision avoidance. 

This study presented the maneuvering characteristics of an 
autonomous surface ship in deep and shallow water at low speed. A 
numerical simulation in CFD was used to estimate the hydrodynamic 
forces and moments by running the virtual captive model test. The 
accuracy of the numerical method was demonstrated by comparing the 
hydrodynamic forces and moments with the results obtained from the 
model test in the case of static drift test in deep water. The 
maneuvering characteristics as course stability and maneuvering 
simulation were then performed using the hydrodynamic coefficients 
obtained to evaluate the stability and maneuverability of the ship in 
deep and shallow water. A simple collision avoidance situation was 
also executed to investigate the effect of shallow water on the collision 
avoidance ability. 

2. Maneuvering Simulation Model

2.1 Objective
The candidate ship used in this study was an autonomous surface 

ship equipped with a twin rudder, twin propeller, and a skeg in the 
center of the stern. Fig. 1 shows a scale model of 1/11 attaching a 
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Fig. 1 Model test

Fig. 2 Boundary domain and boundary condition

Table 1 Main particulars of the autonomous surface ship

Item (unit) Symbol Full scale Model scale
Scale ratio  1 1:11

Length perpendicular (m)  22.000 2.000

Breadth (m)  6.000 0.545
Draft (m)  1.250 0.114

Volume (m3) ∇ 85.681 0.064

Rudder lateral area (m2)  0.518 × 2 0.004 × 2

Propeller diameter (m)  0.950 0.086

twin-rudder and skeg used in the experimental study. Fig. 2 displays 
the boundary domain of a full-scale ship which consists of a bared hull 
and skeg, which is applied to numerical study in CFD. Table 1 lists the 
main particulars of the hull, propeller, and rudder. The propeller and 
rudder specifications were used in the maneuvering simulation. 

2.2 Test Condition
The full-scale ship was assumed to operate at a low speed of 1.54 

m/s in shallow water areas. The static drift, circular motion, and 
combined circular motion were simulated for a full-scale ship in deep 
and shallow water with water depth ratios of 2.0, 1.5, and 1.2, 
respectively, using a numerical simulation in CFD. Furthermore, an 
experiment of scale-model with the length between perpendiculars of 
2.0 m was performed in a towing tank in deep water to verify the 
accuracy of numerical simulation. A corresponding 1.54 m/s in the 

Table 2 Calculation matrix of the virtual captive model tests

Test type Motion variables

Static drift test  = 0°, ±3°, ±6°, ±9°, ±12°, ±15°, ±18°

Circular motion test ′ = ±0.2, ±0.3, ±0.4, 0.5

Horizontal circular 
motion with drift test

 = ±3°, +6°, +9°
′ = 0.2, 0.3, 0.4, 0.5 

LC#1LC#2 O

Fig. 3 Experimental installation

speed of full-scale ship, the static drift test of model-scale was towed at 
0.47 m/s. The numerical simulation in CFD was conducted under the 
constraints test listed in Table 2. All damping coefficients were 
obtained for deep and shallow water. 

For this experimental study, the ship was towed by a carriage at a 
given speed. The hydrodynamic forces and moments were measured 
using two load cells located near the bow (LC#1) and stern (LC#2), 
where the distance to the midship was   and  , respectively. 
Furthermore, all motions were restrained throughout the experimental 
performance. Fig. 3 presents an experimental installation of the ship.

For a numerical study, the virtual captive model test with the test 
condition in Table 2 was simulated using the Ansys fluent program to 
calculate the hydrodynamic forces and moments. In Table 2, and are 
the drift angle   and ′  dimensionless yaw rate, respectively.

The continuity and momentum equations were applied as governing 
equations assuming that the flow was incompressible (Mai et al., 
2020). As an ITTC (International Towing Tank Conference) 
recommendation for CFD (ITTC, 2011), the boundary domain size 
was large enough to avoid backflow excluding the bottom side, and it 
was generated under shallow water conditions. 

A hybrid mesh that includes the tetrahedral, hexahedral, and prism 
mesh type were adopted for mesh generation, as shown in Fig. 4. Table 
3 lists the analytic method for the CFD simulation. The boundary 
conditions were set for each domain corresponding to its physical 
characteristics, such as the inlet assigns the pressure-inlet, the outlet 
sets the pressure-outlet, the top and sides are symmetry, the ship 
defines the no-slip wall, and the bottom specifies the no-slip wall to 
consider the influent of shallow water. The  SST (Shear stress 
transport) turbulence model is applied extensively to predict the 
hydrodynamic forces and moments on a maneuvering ship because of 
several advantages in terms of its accuracy and time calculation 
(Quérard et al., 2008). The volume of fluid and open channel flow are 

Fig. 4 Hybrid mesh generation
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Table 3 Analytic methods for the CFD simulation

Item Description

Boundary 
conditions

Inlet Pressure-inlet

Outlet Pressure-outlet

Ship No-slip wall

Bottom No-slip wall

Top, Sides Symmetry

Method

Two-phase Volume of fluid
Open channel flow

Circular motion Multiple reference frames

Turbulence model  Shear stress transport 
(SST) model

Algorithm
Semi-implicit method for 
pressure-linked equations 

(SIMPLE)

Gradient Least squares cell based

Interpolation method 
for pressure Second order upwind

Meshing

y+ 300 

Number of elements about 4.5 million

Type of mesh Tetrahedral, hexahedral, and prism

the techniques to define the free surface and two flow phases of water 
and air. A SIMPLE (Semi-implicit method for pressure-linked 
equations) algorithm was used to solve the governing equation 
iteratively, adjusting the pressure to ensure that the resulting velocity 
field satisfied continuity. The least-squares cell-based method was 
used to evaluate the gradient of flow variables. The quantities at cell 
faces were calculated from the cell-centered values by the second- 
order upwind method. Unlike the static test, the circular motion test 
determines the rotating fluid zones using a multiple reference frame 
approach.

2.3 Mathematical Model
Two coordinate systems comprising earth-fixed coordinate ()  

Fig. 5 Coordinate systems

and body-fixed () were set to determine the 3-DOF motion of the 
horizontal plane, as shown in Fig. 5. The earth-fixed coordinate 
defined the ship trajectory, orientation angle, and body-fixed () 
defined the equation of motion and external force acting on the ship. 
The origin of the ship was located at the intersection of the midship, 
centerline, and draft. 

The maneuvering motion of 3-DOF in the horizontal plane was 
written for surge, sway, and yaw. Eq. (1) expresses the equation of 
motion of the ship based on the maneuvering modeling group (MMG) 
model (Yasukawa and Yoshimura, 2015). The external force on the 
right is the component of hull force, thrust, and rudder force, denoted 
by the letters , , and .

    

 
   


   

(1)

The mathematical model of the hull force, thrust, and rudder force 
on the right side of Eq. (1) was formulated in Eqs. (2), (3), and (4), 
respectively, for twin-screw naval ship (Kim et al., 2021; Khanfir et 
al., 2011). The model of the hull forces Eq. (2) was determined as the 
regression formula of simulation results. In which the damping 
coefficients regarding sway velocity  ,  ,  ,  , and   
were estimated from the static drift test where the sway velocity was 
generated, the damping coefficients with respect to the yaw angular 
velocity  ,  ,  ,  , and   were obtained from the circular 
motion test, where the yaw angular velocity was given, and the 
coupling damping coefficients relative to sway velocity and yaw rate 
 ,  ,  ,  , and   were taken from combined circular 
motion with drift, where both sway velocity and yaw angular velocity 
were generated. Furthermore, the added mass coefficients 

, 
, 

, 


, and 
 were determined from the pure surge, pure sway, and pure 

yaw test reported by Kim et al. (2021). 

  


  
 

  


 


 

  


 


 

 (2)

   






 

 
  

   






 

 

(3)

 
 

 sin

  
 

 cos

   
 

 cos
 

 sin

(4)
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The parameters mentioned in the thrust model (3) and rudder model 
(4) are expressed below. The parameter in the formulae was written for 
the rudder and the propeller on the starboard side (subscript ), so the 
formulae of the port side could be obtained by replacing them with 
subscript , and the formulae are the same except for the flow 
straightening coefficient  and wake correction coefficient .   
in the sway velocity  formula of the rudder was different as 

  and 


 , depending on the sign of the effective inflow angle to the rudder 

. Considering the symmetry of twin-propeller and twin-rudder, the 
same value of 

  was used as  ≥ in the starboard side and   
in the port side, and conversely. Similarly,  in the surge velocity of 
the propeller was also considered symmetrical to the propeller 
position. According to the sign of the geometrical inflow angle to the 
propeller , the same value of 

  was used as  ≥ in the 
starboard side and   in the port side, and vice versa. 

 


 






 (5)


  

 


sin
  (6)







  

 


 
 

  tan 
 

 


  










































  

 

  ′′′

 
  

  when  ≥ 
  

  when  


  

  with 
  

exp


 

   ′′′
  

  
  when  ≥ 

  
  when  

3. Analysis results

3.1 Verification
The modeling and simulation method in CFD was verified by 

comparing the results of the sway force and yaw moment of static drift 
test in the deepwater with the experimental results, as shown in Fig. 6. 
The simulation results matched well with the experimental method, 
particularly at slight drift angles (<±12°). The yaw moment differed 
slightly as the drift angle increased, and it was asymmetrical between 
the negative and positive drift angles. On the other hand, this did not 
affect maneuvering analysis because of the required linear 
coefficients. The comparison demonstrated the accuracy of the 
simulation method in estimating the hydrodynamic forces and 
moments on a maneuvering ship.

3.2 CFD Simulation Results
The static test was performed to estimate the damping coefficients 

versus the velocities and yaw rate of the surface ship; it was the static 
drift, circular motion, and combined circular motion with drift. Table 
4 provides details of the hydrodynamic force model for each test. The 
hydrodynamic force model was divided into a linear model, where the 
linearity of the force was measured at small motion variables, and a 

Table 4 Static hydrodynamic force model for the hull motion variables

Test type Model Formula

Static drift

Linear










  

  


  


 , -9 << 9°

Non-
linear











  




  


  


Circular 
motion

Linear










  

  


  


, ′ < 0.4

Non-
linear











  




  
  

  
  

Combined 
circular motion 

with drift

Non-
linear










   
 

 

   

 
 

  


 
 

Fig. 6 Comparison of the static drift test on deep water
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Fig. 7 Static drift test

Fig. 8 Circular motion test

non-linear model, where the non-linearity of the force was predicted 
at greater motion variables. Non-dimensionalization complies with 
the prime system of the Society of Naval Architects and Marine 
Engineers (SNAME), in which non-dimensional forces and moments 
were written as  ′   and  ′  , 
respectively. This model was applied to the ship under deep and 
shallow water conditions. Fig. 7 presents the results of the static drift 
test at various water depths. The results were obtained by adjusting 
the drift angle by±18°. As the water depth became shallower, the 
hydrodynamic forces and moments were greater, particularly in 
extremely shallow water ( = 1.2). It increased two times 
compared to  = 1.5. 

Similar to the static drift test, the hydrodynamic forces and moments 
in the circular motion test were obtained by changing the yaw angular 
velocities, as shown in Fig. 8. Fig. 9 shows the results of the combined 
circular motion with drift by varying drift angles and yaw angular 
velocities. The hydrodynamic forces and moments increased with 
decreasing water depth, and the drift angle and yaw angular velocity 
increased. The hydrodynamic forces and moments increased slightly 
from deep to medium shallow water but significantly increased in 
extremely shallow water. These results proved the influence of shallow 
water on the sway velocity and yaw rate. The increase in 
hydrodynamic forces and moments in shallow water was caused by an 
increase in flow velocity and a decrease in pressure through the gap 
between the ship bottom and the seabed. Fig. 10 shows the increase in 
flow velocity through the gap between the ship bottom and seabed as 
water depth becomes shallower. Table 5 lists the damping coefficients 
in deep and shallow water.

(a) ′ = 0.2 (b) ′ = 0.3 (c) ′ = 0.4 (d) ′ = 0.5
Fig. 9 Results of horizontal circular motion tests 
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Deep water

h/T = 2.0

h/T = 1.5

h/T = 1.2

Fig. 10 Velocity field in deep and shallow water

Table 5 Damping coefficients in deep and shallow water

HD Coeff. Deep water  = 2.0  = 1.5  = 1.2

 -1.84E-02 -3.84E-02 -6.32E-02 -1.17E-01

 2.26E-03 -1.14E-03 -1.19E-03 -2.94E-03

 6.47E-03 1.12E-03 1.61E-02 2.84E-03

 -7.56E-03 -1.18E-02 -1.76E-02 -3.17E-02

 -4.21E-03 -9.71E-02 1.64E-01 -1.85E-01

 9.35E-03 1.05E-02 1.06E-02 1.25E-02

 3.64E-03 5.80E-04 1.62E-03 1.80E-02

 -2.72E-02 -3.45E-02 7.91E-02 -7.55E-01

 -2.47E-02 -5.84E-02 -1.45E-01 -3.12E0-1

 -3.10E-03 -4.16E-03 -6.00E-03 -1.03E-02

 -1.54E-03 -1.37E-04 -3.32E-03 -1.05E-02

 -1.35E-03 -1.43E-03 -1.60E-03 -2.53E-03

 -2.93E-03 -3.55E-03 -4.87E-03 -9.75E-03

 -3.96E02 -7.08E-02 -1.70E-01 -1.51E-01

 -1.65E-03 -1.14E-02 -1.63E-02 -4.10E-02

4. Dynamic Simulation

4.1 Course Stability
Stability analysis was performed to evaluate the course stability 

relative to the course of a ship. It was analyzed based on the linear 
hydrodynamic coefficients. As mentioned above, the linear coefficients 
were obtained by analyzing the hydrodynamic forces and moments at a 
small motion variable as the drift angle was smaller than 6° in the static 

(a) Sway damping lever

(b) Yaw damping lever

h/T (-)

-0.4

-0.2

0

0.2

0.4

0.6
C

ou
rs

e 
st
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ili

ty
 in

de
x

Deep water 2.0 1.5 1.2

(c) Course stability index

Fig. 11 Shallow water effects on course stability

drift test and the non-dimensional yaw angular velocity was less than 0.3 
in the circular motion test. The course stability was examined as a 
function of the water depth using a sway-damping lever (′  ′′ ), 
yaw damping lever ′  ′′ ′, and course stability index 

  ′′ ′′′ . The course was stable if the value of 
the course stability index was positive but was unstable if negative. Fig. 
11 shows the results of the course stability based on the water depth. The 
sway damping lever decreased gradually while the yaw damping lever 
increased as the depth became shallower. In particular, a rapidly 
increasing yaw damping lever was observed in extremely shallow water 
( = 1.2). The course stability index showed that it was unstable from 
deep water to  = 1.5 and improved in extremely shallow water. The 
yaw damping lever affected the course stability significantly.

4.2 Maneuverability Simulation
The maneuvering performance of the ship in shallow water was 

evaluated by simulating the turning circle 35° to the starboard side and 
zigzag 10°/10° test under an initial speed of 1.54 m/s. It was obtained 
by solving the 3-DOF equation of motion with the maneuvering 
coefficients, in which the damping coefficients were determined by the 
virtual captive model test, as shown in Table 5. The added mass 
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Fig. 12 Results of turning test

Fig. 13 Results of zig-zag 10°/10° test

coefficients were obtained from Kim et al. (2021), and the interaction 
coefficients of the rudder model and thrust model were taken from 
Kim et al. (2021). Figs. 12 and 13 present the results of turning circle 
and zigzag 10°/10° in the deep and shallow water. The turning circle 
was similar to the previous studies. The turning rate and drift angle 
were reduced, leading to a larger trajectory than that in deep water. 
This suggests that the influence of shallow water increased with 
decreasing water depth to  = 1.2. It was caused by the increasing 
hydrodynamic forces acting on the hull as the depth decreased. 
Therefore, the turning parameters in  = 1.2 did not satisfy the 
International Maritime Organization (IMO) (IMO, 2002). For the 
zigzag 10°/10° test, the first overshoot angle was more dominant at 
 = 1.5, 2.0, and smaller at  = 1.2 compared with those of deep 
water. By contrast, the second overshoot angle decreased gradually 
with increasing water depth to  = 1.2. Furthermore, the zigzag 
maneuver satisfied the IMO (2002) for deep and shallow waters.

The ship collision avoidance was conducted to examine the effect of 
shallow water on the collision avoidance ability of the ship. The 
dynamic model was applied to the equation of motion for both the own 
ship (OS) and target ship (TS) to simulate the ship collision avoidance. 
A simple scenario based on the encounter situation of the cross-right 

45°

45°

OS

TS

(0,0)

(300,300)
Performing 
collision 
avoidance

6L

Fig. 14 Simple scenario of collision avoidance

(a)  = 150 s (b)  = 175 s

(c)  = 200 s (d)  = 220 s

Fig. 15 Collision avoidance simulation

according to the International Regulations for Preventing Collisions at 
Sea (COLREGs), was undertaken in this study, as shown in Fig. 14. 
Collision avoidance was implemented when the owner detected the 
trajectory of the target ship at a distance of 6, as suggested by Fuji’s 
ellipse model based on the collision risk (Fuji and Tanaka., 1971). The 
rudder or propeller was then commanded to prevent the collision. In 
this case, the rudder of the own ship was turned 10° when it was a 
distance of 6 from the target ship. Fig. 15 shows the collision 
avoidance simulation in deep and shallow water at different times. The 
collision avoidance ability of the ship was expressed well in both deep 
and shallow water because the target ship could reach a safe area when 
the own ship touched the trajectory of the target ship. On the other 
hand, the ability to avoid collisions in shallow water appeared to be 
superior. 
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5. Concluding Remarks

This study examined the hydrodynamic characteristics of an 
autonomous surface ship throughout the port maneuvers. 

A numerical study in CFD was used to perform the virtual captive 
model test to measure the hydrodynamic forces and moments in deep 
and shallow water. In addition, a model test for static drift test in deep 
water was also carried out to demonstrate the accuracy of the 
numerical study, and a good agreement was observed between the 
experimental and numerical study. The numerical results in shallow 
water confirmed that the hydrodynamic forces and moments increased 
as water depth became shallower because of the accelerating flow 
velocity through the gap between ship bottom and seabed. The 
maneuvering coefficients were determined by distinguishing a linear 
model from the non-linear model, in which the linear coefficients were 
achieved from small motion variables.

The hydrodynamic characteristics in deep and shallow water were 
analyzed by assessing the course stability, maneuvering simulation, 
and collision avoidance. The course stability was conducted using the 
linear coefficients. The sway-damping lever decreased gradually while 
the yaw-damping lever increased as the deep water became shallower, 
and the course stability improved in extremely shallow water. A 
maneuvering simulation was obtained by solving the 3-DOF equation 
of motion with the mathematical models of twin-propeller and twin 
rudder. This denoted a larger turning circle in shallow water due to 
increased hydrodynamic forces and moments. Moreover, the 
parameters of the turning test and zigzag 10°/10° in deep and shallow 
water were satisfied with the IMO (2002) except for the parameters of 
the turning test at  = 1.2. Furthermore, a simple collision 
avoidance of cross-right situation was executed to investigate the 
effect of shallow water on the collision avoidance ability. Shallow 
water looked better than deep water in the collision avoidance ability 
of the ship, even though the turning ability was better in deep water.
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1. Introduction

A moored floating platform has great potential in ocean engineering 
applications because a mooring system is necessary to keep the 
floating platform in station. In order to do this, the tension of the 
mooring line is investigated to ensure its bearing capacity. Kim et al. 
(2005) investigated the mooring dynamics in wind, waves, and 
currents through a simulation and experiment. In addition, the mooring 
tension from the simulation’s results was compared with experimental 
results. The effect of the position of the mooring line on the dynamic 
responses of the spar platforms was studied by Montasir et al. (2015). 
The platform was connected with asymmetric and symmetric mooring 
configurations. The dynamic responses of the spar were estimated 
based on the tension of the mooring lines. Natarajan and Ganapathy 

(1997) performed a model test on a moored ship to measure the tension 
of the mooring lines. The model test was carried out with two types of 
the mooring configurations: spread mooring and berth mooring. The 
experiment was performed in head sea in various environmental 
conditions of wind, waves, and current. Other studies on the 
hydrodynamic characteristics of a moored platform in freak waves 
were conducted (Pan et al., 2018; Pan et al., 2021). The tension of the 
mooring line response was increased significantly under the effect of 
freak waves. In addition, the dynamic response and the tension of the 
mooring line in the freak waves were compared to that in irregular 
waves. Cevasco et at. (2018) studied the dynamic response of a 
floating offshore wind turbine system by conducting a numerical 
simulation. Two different versions of the mooring dynamics were 
compared. Paduano et at. (2020) conducted an experiment and 
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numerical simulation to investigate the dynamic motion and tension of 
floating wave energy converters. Three models of mooring lines were 
studied. Kim et al. (2016) investigated the anchor tension of a tension 
leg platform by conducting an experiment and simulation. The anchor 
tension in regular waves with wind was estimated. The experimental 
result and simulation result of the anchor tension were compared. 
Jiang et al. (2020) conducted a numerical simulation using 
Reynolds-averaged Navier-Stokes (RANS) to investigate a dynamic 
mooring system, and a coupled methodology potential was used for 
estimating the moored offshore structures.

The development of optical sensor technology has advanced since 
the beginning of research on fiber Bragg grating (FBG) sensors by 
Meltz et al. (1989) and Hill and Meltz (1997). However, the optical 
sensor has only been applied in the field of naval architecture in recent 
years. Chung et al. (2021) performed a longitudinal tension experiment 
to measure the tension of a sample mooring line. An optical sensor was 
integrated into the mooring line to measure its tension. However, the 
longitudinal tension experiment just measured the increased loading 
force without any dynamics of the mooring line. Therefore, it is 
necessary to investigate the effect of dynamic loading force on the 
optical sensor.

In order to accurately estimate a mooring line’s tension, some 
sensors are used directly in the mooring line. Most research has used a 
tension gauge to measure the tension in a mooring line. In the present 
study, an optical sensor was developed to measure it. The rest of the 
paper is structured as follows. First, the technical and operational 
details of the optical sensor are introduced. Second, an experiment 
with a moored floating platform is presented to check the performance 
of the optical sensor. The tension of mooring lines measured by the 
optical sensor and tension gauge are compared. The maximum tension 
of the mooring lines is estimated to investigate the mooring dynamics 
due to the effect of the wave direction and wavelength in regular 
waves. Finally, the significant value of the mooring line’s tension in 
various wave directions is estimated in irregular waves.

2. Optical Sensor

2.1 Characteristic and Technical of Optical Sensor
Fiber-optic strain sensors are among the optical sensors that have 

recently gained attention across various fields. They have been 
classified as high intensity, interferometric, and FBG sensors based on 
the measurement method. Distributed sensing technology has recently 
been developed since the popularization of optical components by 
Culshaw and Kersey (2008). An optical sensor has the following 
advantages: it is unaffected by external electromagnetic waves, it can 
transmit signals over long distances, and it enables multiplexing, 
making it convenient to connect numerous sensors due to their 
structural characteristics. They also have remarkable durability and a 
life of 20 years. In civil engineering, FBG sensors have been used to 
monitor large structures, such as bridges and tunnels, and they have 
recently been applied in mechanical engineering. An FBG creates a 

Fig. 1 Characteristics and structure of optical sensor Bragg grating

permanent refractive index modulation on the core in the longitudinal 
direction of the optical sensor, and this modulation is used as a sensor. 
Fig. 1 shows a schematic of an FBG structure. When a periodic 
refractive index modulation is made, coupling is generated between 
the propagation mode and the reflection mode, so a particular 
wavelength is reflected.

2.2 Operational Principle of Optical Sensor
The reflected wavelength by an FBG is determined by the spacing 

and refractive index modulation of the core. Eq. (1) is used to describe 
this property:

   (1)

where   is the Bragg reflection wavelength,   is the effective 
refractive index of the core, and  is the grating spacing that generates 
the refractive index modulation. The reflective wavelength of the FBG 
is influenced by external temperature and stress. The refractive index 
of the core varies with temperature. Hence, the reflection wavelength 
is changed. Moreover, the grating spacing changes with stress and 
consequently changes the reflection wavelength. These changes can be 
estimated by Eq. (2):




 

 (2)

where  is the effective photo-elastic coefficient,  is the applied 
stress,  is the thermo-optic coefficient, and  is the relative 
temperature change. Generally, the effective photo-elastic coefficient 
of a single-mode optical sensor is 0.22. For an FBG made from a 
single-mode optical fiber, the Bragg center wavelength modification 
due to the stress applied in the axial direction is generally adopted as 
1.4 pm/microstrain in a 1550 nm band. In addition, the shift in the 
Bragg center wavelength because of temperature change is 10 pm/°C.

2.3 Design and Fabrication of Optical Sensor
A photosensitive single-mode optical fiber that responds to light in 

the ultraviolet region is used to produce an FBG. Photosensitivity is 
increased by injecting hydrogen into the core at high pressures or by 
doping with Ge. A phase mask is used to create a periodic refractive 
index modulation in an optical fiber with increased photosensitivity.
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Fig. 2 Optical sensor Bragg grating fabrication method using UV 
laser and phase mark

The phase mask generates a periodic interference shape through the 
diffraction effect of light. As shown in Fig. 2, an excimer that 
generates light within the range of 190–250 nm and an argon laser with 
a frequency doubler are used to generate ultraviolet light, which is 
transmitted through the phase mask on the photosensitive optical fiber. 
The pattern with periodic intervals passing through the phase mask 
generates a periodic refractive index modulation in the optical fiber, 
thus producing the FBG. Fig. 3 shows the wavelength characteristics 
of the produced FBG.

As shown in Fig. 3, the light reflected by the optical sensor grating is 
transmitted in the direction of the incident optical fiber. Then, it is 
reflected and returns with the physical quantity information to the 
point where the FBG is located. The sensors can be multiplexed, 
assuming that the structure has light sources that can generate various 
light types and that gratings with different Bragg center wavelengths 
are connected in series. Therefore, the FBG can be structured with 
multiple sensors connected in series to one optical sensor, which can 
be advantageous depending on the application. 

A highly effective method for achieving integration in the structure 
is the employment of several serialized sensors without additional 
parallel connections. Since the sensor signal is transmitted to the 
optical sensor, an amplifier is unnecessary for a distance of up to 
several kilometers. The FBG can be used in various temperature 
ranges due to its wide range of operating temperatures. In this study, a 
technique for measuring the load generated in a mooring was applied 
by adding an optical sensor. According to Lee and Kim (2011), this 
dynamic technique can be used for taking up to 100 samples per 
second by measuring in a specific area where a sensor is installed.

Fig. 3 Reflection and transmission spectrum of optical sensor 
Bragg grating

3. Performance Test of Optical Sensor

3.1 Experimental Method and Test Conditions
Semi-submersible and triangle platforms were used in the 

experiment. The model is fixed in the middle position of a square tank. 
During the experiment, the tension of the mooring lines is measured by 
an optical sensor and tension gauges. The model of the tension gauge 
used in this experiment was the WBST-100N gauge made by the 
Wonbang Company, which has a maximum capacity of 100 N. The 
principal dimensions of the semi-submersible and triangle platforms 
are listed in Tables 1 and 2, respectively. Figs. 4 and 5 show the real 
models of the semi-submersible and triangle platforms that were used 
in this experiment, respectively.

Fig. 4 Model of the semi-submersible

Fig. 5 Model of the triangle platform

Table 1 Principal dimensions of the semi-submersible

Item Real Model
Scale ratio (-) 1 1/100

Length overall (m) 104.000 1.040
Breadth overall (m) 65.000 0.650

Breadth/demi-hull (m) 13.000 0.130
Draft (m) 18.000 0.180

Height (m) 36.400 0.364
Displacement (t) 31636 0.032

Distance between center of demi-hull (m) 52.000 0.520

Table 2 Principal dimensions of the triangle platform

Item Real Model
Scale ratio (-) 1 1/100

Length between columns axis (m) 50.000 0.500
Column diameter - Middle part (m) 9.500 0.095
Column diameter - Bottom part (m) 10.900 0.109

Column diameter - Top part (m) 11.800 0.118
Height (m) 25.900 0.259
Draft (m) 14.000 0.140

Displacement (t) 3702 0.0037
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3.2 Optical Sensor Calibration
Since an optical sensor has several advantages compared to some 

conventional sensors, it was used to measure the mooring line tension 
of the semi-submersible and triangle platforms. A calibration test of 
the optical sensor was carried out first. Then, the relation between the 
wavelength from the optical sensor and tension was estimated. During 
the experiment, when ship motion occurs due to waves, the tension of 
the mooring lines changes. The variation of the wavelength of the 
optical sensor is recorded. The mooring dynamics in waves is 
estimated based on the measurement of the wavelength of the optical 
sensor. The setup for the optical sensor calibration is shown in Fig. 6. 
The relation between the wavelength and tension measured by the 
optical sensor is shown Fig. 7.

Fig. 6 Setup for the optical sensor calibration
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Fig. 7 Result of the optical sensor calibration

3.3 Experimental Setup
In the case of the semi-submersible, the model was attached to the 

tension gauges, optical sensor, and mooring line connect to a weight at 
the tank’s bottom. The tension of the mooring lines was measured by 
three tension gauges and an optical sensor. The angle between the 
mooring lines was 90 degrees. Fig. 8 shows the experimental setup of 
the semi-submersible. On the other hand, two tension gauges and an 
optical sensor were attached to the triangle platform. The angle 
between the mooring lines was 120 degrees. The experimental setup of 
the triangle platform is shown in Fig. 9. The position of the mooring 
line in various wave directions in the case of the semi-submersible and 
triangle platforms are shown in Figs. 10 and 11, respectively.
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Fig. 8 Experimental setup of the semi-submersible 
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Fig. 9 Experimental setup of the triangle platform
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Fig. 10 Position of the mooring lines in the case of the semi- 
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3.4 Data Analysis
During the experiment, the signal of the mooring line’s tension was 

recorded by the tension gauges and optical sensor. After each run, the 
data from tension gauges and optical sensor were checked in the time 
domain. Reruns were performed for the obvious error cases. The signal 
output from the tension gauge was converted from a voltage to the 
measured tension based on a calibration factor. The measured data 
from the tension gauges and optical fiber were analyzed using the 
maximum tension of the mooring lines in regular waves. In the case of 
irregular waves, the significant value of tension was estimated.

4. Result and Discussion

4.1 Performance of the Optical Sensor in Regular Waves
To investigate the effect of wave direction on the mooring 

dynamics, an experiment was carried out with regular waves and 
various wave directions. A model test was performed in regular waves 
to evaluate the tension of the mooring line of the semi-submersible and 
triangle platforms. Fig. 12 shows the maximum tension of mooring 
lines in various wave directions of the semi-submersible. The position 
of the mooring lines in the case of the semi-submersible when the 
wave direction changes are shown in Fig. 10. In head sea, the trend of 
tension gauge 1 (TG#1) and the optical sensor (OS#4) at the bow have 
almost the same trend. Tension gauge 2 (TG#2) and tension gauge 3 
(TG#3) at the stern have a similar trend. In following sea, TG#1 and 
OS#4 change position for TG#2 and TG#3 in head sea. The trend of 

tension at the bow in head waves is the same as the tension at the bow 
in following sea. The maximum value of OS#4 has good agreement 
with TG#1 in head sea and following sea and with TG#3 in beam sea. 
Therefore, this proves the accuracy of the optical sensor in measuring 
the tension of the mooring line. In addition, the maximum tension of 
mooring lines occurs when the mooring lines are parallel to the wave 
propagation direction. Fig. 11 shows the position of the mooring lines 
in the case of the triangle platform when the wave direction changes. 
Fig. 13 shows the tension of the mooring lines in various wave 
directions and various wavelengths, where the wave direction has a 
dominant effect on the mooring dynamics. The maximum tension of 
mooring lines occurs when the mooring lines are parallel to the wave 
propagation direction. The tension of the mooring lines increases 
significantly at low frequency in all wave directions.

4.2 Performance of the Optical Sensor in Irregular Waves
The significant value of the tension in irregular waves was 

considered in this study. The significant value of mooring tension was 
used to find the dominant value of tension that occurs. In addition, the 
significant value of tension is an important parameter for the statistical 
distribution of the mooring tension. This implies that the highest 
tension is not encountered too frequently. Moreover, when we know 
the significant value of tension, the range of tension can be 
determined. Fig. 14 shows the significant value of the mooring line’s 
tension of the semi-submersible in various wave directions.

The significant value of OS#4 is slightly greater than that of TG#1 
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Fig. 12 Maximum tension of mooring lines of semi-submersible in various wave directions



         

Fig. 13 Maximum tension of mooring lines of triangle platform in various wave directions

         

Fig. 14 Significant value of tension of mooring lines in case of semi-submersible in various wave directions
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in head sea. In the following sea, the significant values of OS#4 and 
TG#1 have a significant difference. TG#1 is dominant when the wave 
direction approaches 135 degrees. At that time, the significant values 
of TG#2 and OS#4 are the same and the smallest. TG#2 is dominant 
when the wave direction approaches 45 degrees. In this case, the 
significant values of TG#1 and TG#3 are the same due to the 
symmetric nature of the model test. Fig. 15 shows the significant value 
of the mooring line’s tension of the triangle platform in various wave 
directions. The greatest significant value of mooring tension occurs 
when the mooring lines are parallel to the wave propagation direction. 
This happens because the wave direction has a direct effect on the 
motion response of the triangle platform. The extreme mooring tension 
depends on the type of sea state and wave direction. 

5. Conclusion

In this study, experiments with semi-submersible and triangle 
platforms were carried out in the square wave tank at Changwon 
National University to investigate the tension of the mooring lines in 
various wave directions. An optical sensor was developed for 
estimating the tension of a mooring line. The concluding remarks are 
as follows.

First, the technical and operation details of the optical sensor were 
introduced. An optical sensor has several advantages in comparison 

with a conventional sensor due to light weight and small size.
Second, an experiment with a moored floating platform was 

performed to check the performance of the optical sensor. The optical 
sensor was effective in measuring the tension of the mooring lines.

Third, the maximum tension of the mooring lines was estimated to 
investigate the mooring dynamics due to the effect of the wave 
direction and wavelength in the regular waves. The maximum tension 
of mooring lines occurs when the mooring lines are parallel to the 
wave propagation direction. The tension of mooring lines increases 
significantly at low frequency in all wave directions.

Finally, the significant value of the mooring line’s tension in various 
wave directions was estimated in irregular waves. The greatest 
significant value of mooring tension occurred when the mooring lines 
were parallel to the wave propagation direction. This happened 
because the wave direction has a direct effect on the motion response 
of the semi-submersible and triangle platforms. The extreme mooring 
tension depends on the type of sea state and wave direction.

Conflict of Interest

Hyeon Kyu Yoon serves as an editor of the Journal of Ocean 
Engineering and Technology but had no role in the decision to publish 
this article. No potential conflict of interest relevant to this article is 
reported.

Te
ns

io
n 

[N
]

         

Te
ns

io
n 

[N
]

Te
ns

io
n 

[N
]

Te
ns

io
n 

[N
]

Te
ns

io
n 

[N
]

Fig. 15 Significant value of tension of mooring lines in case of triangle platform in various wave directions
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1. Introduction

Among the many types of threats that occur during the battles of 
surface ships, the underwater explosion (UNDEX) causes structural 
and equipment damages and the even loss of the longitudinal strength 
of naval vessels. Therefore, in order to continue the battle and 
operational performance of naval ships, the shock-resistance against 
the UNDEX must be evaluated throughout the exploratory 
development stage and system development stage, respectively.

Naval ships are composed of hull structure, equipment, and crews. 
The shock-resistance evaluation is performed mainly on the most 
vulnerable installations and equipments. The shock-resistance 
responses for those installations and equipments are evaluated using 
experimental and numerical approaches. In general, the experimental 
method is recommended, but if there are experimental restrictions, 
such as the huge sizes, excessively heavy weights, and high costs, the 
computer-based numerical approach can be an alternative (BV, 1985).

The numerical approach includes the static acceleration method, the 
dynamic design analysis method (DDAM) suggested by the U.S. 
Naval Research Laboratory (NRL), and the BV043 method by the 
German Naval Regulations (BV, 1985).

Although the static acceleration method is relatively simple 
compared to other numerical methods, the Naval Sea System 
Command (NAVSEA) does not recommend to use it because it does 
not consider the dynamic responses. The DDAM evaluates the 
shock-resistances based on the spectral analyses (NAVSEA, 1995). 
The shock response spectrum (SRS) can be calculated using the 
BV043 based on the German Naval Regulations while the BV043 also 
provides the design criteria for the SRS. The BV043 provides guides to 
calculate the SRS depending on the installation locations of the 
equipments and the shock directions. 

Lee and Choung (2020) confirmed that the fluid domain was not 
necessary condition to obtain the response history of the floating body 
subjected to the UNDEX loads. Kim et al. (2021) performed the 
inelastic whipping response analyses at the various stand-off distances 
using Timoshenko beam elements. Lee et al. (2010) applied the 
DDAM to analyze the shock responses of the large motors. Lee (2012) 
performed the shock-resistance response analyses of the ship steering 
system using the DDAM. Bae et al. (2009) and Seong et al. (2015) 
applied the BV043 to analyze the shock responses for the propulsion 
motor. Kim et al. (2017) evaluated the shock-resistance performance 
of the gas turbine package using the BV043.

Journal of Ocean Engineering and Technology 36(3), 161-167, June, 2022
https://doi.org/10.26748/KSOE.2022.008

pISSN 1225-0767
eISSN 2287-6715

Original Research Article

Shock-Resistance Responses of Frigate Equipments by Underwater Explosion

Hyunwoo Kim 1 and Joonmo Choung 2

1Graduate Student, Department of Naval Architecture and Ocean Engineering, Inha University, Incheon, Korea
2Professor, Department of Naval Architecture and Ocean Engineering, Inha University, Incheon, Korea

KEY WORDS: UNDEX, Shock response, Acceleration, PVSS

ABSTRACT: Three-dimensional finite element analysis (3D-FEA) models have been used to evaluate the shock-resistance responses of 
various equipments, including armaments mounted on a warship caused by underwater explosion (UNDEX). This paper aims to check the 
possibility of using one-dimensional (1D) FEA models for the shock-resistance responses. A frigate was chosen for the evaluation of the 
shock-resistance responses by the UNDEX. The frigate was divided into the thirteen discrete segments along the length of the ship. The 1D 
Timoshenko beam elements were used to model the frigate. The explosive charge mass and the stand-off distance were determined based on 
the ship length and the keel shock factor (KSF), respectively. The UNDEX pressure fields were generated using the Geers-Hunter doubly 
asymptotic model. The pseudo-velocity shock response spectrum (PVSS) for the 1D-FEA model (1D-PVSS) was calculated using the 
acceleration history at a concerned equipment position where the digital recursive filtering algorithm was used. The 1D-PVSS was compared 
with the 3D-PVSS that was taken from a reference, and a relatively good agreement was found. In addition, the 1D-PVSS was compared 
with the design criteria specified by the German Federal Armed forces, which is called the BV043. The 1D-PVSS was proven to be 
relatively reasonable, reducing the computing cost dramatically.

Received 11 April 2022, revised 29 May 2022, accepted 13 June 2022
Corresponding author Joonmo Choung: +82-32-860-7346, heroeswise2@gmail.com

ⓒ 2022, The Korean Society of Ocean Engineers
This is an open access article distributed under the terms of the creative commons attribution non-commercial license (http://creativecommons.org/licenses/by-nc/4.0) which permits 
unrestricted non-commercial use, distribution, and reproduction in any medium, provided the original work is properly cited.

161

https://orcid.org/0000-0002-4333-8541
https://orcid.org/0000-0003-1407-9031


162 Hyunwoo Kim and Joonmo Choung

As can be seen from the reference surveys, the DDAM and BV043 
methods have been used extensively to evaluate the shock-resistance 
performances of the equipments on naval ships.

After analyzing the 3-dimensional (3D) full ship shock responses, it 
is possible to evaluate the design integrity of the hull structures and 
equipment support structures. However, in the case of 3D full ship 
shock response analyses, it takes a considerable amount of time, hence 
it is often not possible to perform 3D full ship shock response analyses 
in the exploratory development stage. Therefore, the goal of this study 
was to check if the 1-dimensional (1D) shock response analysis model 
presents the reliable shock-resistance responses at the equipment 
supports.

The pseudo-velocity shock response spectrum (PVSS) obtained 
from the 1D shock response analysis (1D-PVSS) was compared with 
the PVSS of the 3D model (3D-PVSS). The 1D-PVSS was compared 
with the BV043 shock-resistance criteria. The effectiveness of the 1D 
model and the 1D-PVSS were validated.

2. Technical Background

2.1 UNDEX Model
When an explosion occurs in water, a primary shock wave faster 

than the speed of sound in water propagates from the source point, and 
a spherical gas bubble migrates to surface of the water, expanding and 
contracting repeatedly. Every time the gas bubble contracts to its 
minimum value, it spreads the strongest bubble pulse. (See Fig. 1.)

Geers and Hunter (2002) presented an UNDEX model that can 
consider the primary shock wave and the gas bubble wave in a single 
equation. The primary shock wave given in Eq. (1) that is a function of 
time  and stand-off distance  where the gas bubble volume 
acceleration  is presented in Eq. (2).

Fig. 1 Underwater explosion phenomenon

  

 
 



 
 (1)

 

 
  

   (2)

 : charge mass
 : initial radius of charge mass
 : water density



: constants associated with initial pressure
(=  

   )



: constants associated with initial time

(
   

   )
, , ,  : charge mass-dependent constant

Geers and Hunter (2002) presented an equation of motion with the 
radius, , and vertical upward migration, , of a gas bubble based on 
the doubly asymptotic approximation (DAA). The rates of the radius 
change and vertical displacement are given by Eqs. (3) and (4), 
respectively. In order to calculate the radius of the gas bubble and its 
migration, Eqs. (3) and (4) should be integrated with the seven initial 
conditions at   . By integrating Eq. (2), the first condition of the 
initial radius of the gas bubble and second condition of the initial radial 
velocity of the gas bubble can be obtained. i.e.,   =   = 
     and   =   =     , respectively.

By combining Eqs. (3) and (5), the third condition, 
 , that is 

shown in Eq. (8) can be obtained. Similarly, Eqs. (4) and (7) produce 
the fourth condition of   , as given in Eq. (9). The fifth and sixth 
conditions are the initial location     and the initial velocity 
  = . The last condition corresponds to the fluid potential  = 




 .
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


(5)

  


   

 
 


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 
 



 (6)
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 

 

 


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 : fluid velocity potential corresp. to 3rd initial condition
 : fluid velocity potential corresp. to 4th initial condition
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 : the speed of sound in the fluid
 : gas bubble potential
 : gas bubble density
 : gas bubble pressure constant (=

)
 : initial volume of the gas bubble
 : volume of gas the bubble
 : specific heat ratio of the gas bubble
 : impedance ratio (=)
 : adiabatic pressure constant
 : initial time
 : initial pressure at the source point (=

)
 : initial depth of charge mass
 : atmospheric pressure
 : gravitational constant0

The primary shock generated at the source point applies the 
impulsive pressure to the hull surface, while the bubble pressure field 
over space and time is estimated using the DAA model of Eq. (10). As 
shown in Eq. (11), the spatial pressure term,  , is determined using 
the stand-off distance, , of Eq. (13), where   and   are the 
coordinates of the stand-off and charge points, respectively. The time 
pressure term,  , should be distinguished by the shock phases: the 
primary shock wave ( ≦) and the gas bubble wave ( ). 
The charge constants are far smaller than unity, thus the stand-off 
distance has a minor effect for the primary shock wave phase, thus the 
stand-off distance may be often assumed to be constant.

     (10)

  

 (11)














 
 



 
  ≦



    



  

(12)

∥∥ (13)

2.2 Definition of PVSS
The SRS is given by a response chart to contain the maximum 

response at each frequency when an arbitrary shock load is applied to a 
single degree of freedom (SDOF) spring - mass - damper system, as 
depicted in Fig. 2. The acceleration is the input value for the SDOF 
system.

   × (14)

According to the type of responses, a SRS is classified into an 
absolute acceleration type and a relative displacement type. The 
relative displacement type of Eq. (14) is used mainly for the 
shock-resistance design of naval ships.   and   in Eq. (14) are the 

Fig. 2 Shock response spectrum

natural frequency and the SRS of the relative displacement, 
respectively. A PVSS,  , can be calculated by multiplying the 
relative displacement for each frequency by the own frequency. The 
PVSS unit is the same as the units of velocity.

In this study, the digital recursive filter of Smallwood (1980) was 
used to calculate the relative displacement SRS. As shown in Eq. (15), 
the digital recursive filter is a transfer function, where  and  
are  transformations of the input acceleration  and the relative 
displacement response z. The coefficients of  ,   and   are 
dependent on the types of response, and they are determined using 
Eqs. (16), (17), and (18), respectively.

 




 
 zt 


Cz  E z 

b
 b


z  b


z 

(15)

 

 




 





 (16)

 

 


  

  


 (17)

 

 


 

  


 (18)

 : sampling rate
 : natural frequency
 : damped natural frequency
 : critical damping ratio
 : sampling rate-dependent coefficient (=

  )
 : sampling rate-dependent coefficient (=cos  )
 : sampling rate-dependent coefficient (=sin  )
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2.3 PVSS Criteria
The BV043 specifies the PVSS criteria shown in Fig. 3, and they are 

dependent on the ship types (surface ships and submarines), ship 
displacements (less than 1,000 tons and larger than 2,000 tons), 
equipment locations (bottom, waterline, and above waterline), and the 
shock load directions (up/down, port/starboard, and stern/stem). There 
are three criteria of velocity, i.e.  , accleration  , and displacement 
  in the BV043 criteria. Those criteria can be compared directly to 
the PVSS obtained through the experiments or numerical simulations. 
The BV043 specifies to use the standard shock accelerations of a half 
sine wave or a triangular wave, hence a consistent campaign of 
experiments has been possible.

Fig. 3 PVSS criteria by BV043

3. UNDEX Shock Responses

3.1 UNDEX Conditions
A navy ship was chosen for the 1D and 3D shock response analyses 

with its main specifications summarized in Table 1. As shown in Eq. 
(19), a keel shock factor (KSF) is decided from the charge weight, , 
stand-off distance, , and wave incident angle, . In the case that the 
KSF is given, one of the unknows of charge mass, and incident angle, 
the stand-off distance can be determined. 

The added mass ∆  corresponding to the heave motion was 
determined from Eq. (20) based on a reference (ABS, 2021). Because 
the added mass is faily dependent on the hull form, more rigorous 
challeges are necessary to determine the added mass.

Table 1 Main dimensions of the naval ship

Item Value
LOA  (m) 130.0

Breadth  (m) 15.0
Draft  (m) 4.5

Depth of main deck (m) 8.0
Displacement ∆ (ton) 4,200.0
Added mass ∆  (ton) 5,500.0

Young’s modulus  (GPa) 206.0

 

 

sin  (19)

∆
 ∆ (20)

Table 2 Charge properties of HBX-1

Item Value Item Value
 5.35E+7  (m/s2) 9.81
 9.20E-5   (Pa) 101,325
 0.144  (m/s) 1,500
 0.247  (kg) 544.31
 1.35  (kg/m3) 1,720

 (Pa) 1.0E+9  (kg/m3) 1,025

NAVSEA (1976) recommended the charge mass and type as a 
function of the overall length of the ship. The overall length of 130 m 
produces  = 544.31 kg of the charge type HBX-1. The wave incident 
angle of  = 90o was assumed to generate the worst UNDEX pressure 
field. With the charge mass, wave incident angle, and KSF, the 
stand-off distance of 43.1m was decided. The UNDEX model of Geers 
and Hunter (2002) was used to generate the primary and gas bubble 
pressure fields. The charge propeties are summarized in Table 2.

3.2 Analysis Models
3.2.1 1D model
As shown in Fig. 4, the overall ship length was divided into the 

eleven segments. There was a segment division where there are 
significant changes in the cross section areas or second moments of 
cross section areas. As shown in Table 3, it was assumed that each 
segment has a uniform cross section property along the segment 
length. The cross sectional area and the second moment of the cross 
sectional area were normalized by each maxima.

The 1D model for the UNDEX shock response analyses was 
generated with the Timoshenko beam elements without any fluid 
domain. The product of the elastic modulus and the cross section area 
was defined manually as the axial stiffness of the beam elements, 
while the vertical bending stiffness was the product of the elastic 
modulus and the second moment of the cross sectional area. The mass 
density of the steel hull was modified so that the total displacement 
included the added mass. There were no boundary conditions on the 
UNDEX model.

The BV043 specifies that a PVSS should be calculated for the 
frequency range of 3–500 Hz. The sampling rate should be over 10 
times of the minimum period to avoid any probable distortion of the 
shock acceleration to use the PVSS input value (Scavuzzo and Pusey, 
1996). The sampling rate corresponding to 10 times the maximum 
period was 2.00E-04 seconds.

Fig. 4 1D model segments
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Table 3 Section properties of the target ship

Segment
Range (x L) Normalized cross 

section area
Normalized 2nd 
moment of areafrom to

1 0.00 0.06 0.60 0.07
2 0.06 0.14 0.62 0.27
3 0.14 0.18 0.90 0.83
4 0.18 0.29 0.87 1.03
5 0.29 0.38 0.88 1.06
6 0.38 0.46 0.95 1.04
7 0.46 0.64 1.00 1.00
8 0.64 0.73 0.91 0.92
9 0.73 0.77 0.52 0.24
10 0.77 0.86 0.48 0.27
11 0.86 1.00 0.38 0.23

The time increment to be used in the shock response analyses should 
be less than the sampling rate. The time increment of the finite element 
analysis is determined by Eqs. (21)–(22) (Simulia, 2018) where the 
time increment is controlled by the sound speed in the medium and the 
element length. Since the density of the analytical model, elastic 
modulus, and Poisson ratio have been already determined, the time 
increments smaller than the sampling rate can be obtained by reducing 
the size of the element.

∆  

 (21)


 





 

 (22)

∆ : time increment
 : minimum element length
 : sound speed in hull steel
 : density of hull steel
 : Poisson ratio of hull steel

Table 4 shows the time increment according to the length of the 
beam element. When the length of the element was less than 1,000 
mm, the time increment was smaller than the sampling rate of 

Table 4 Time increment according to element length


(mm)
∆

(s)
Frequency

(Hz)
1300.00 2.41E-04 4146.10
1181.82 2.19E-04 4560.72
1083.33 2.01E-04 4975.33
1000.00 1.86E-04 5389.94
928.57 1.72E-04 5804.55
866.67 1.61E-04 6219.17

2.00E-04 seconds. Therefore, an element length of 1,000 mm was 
applied to the 1D analysis model.

3.2.2 3D model
The 3D analysis was not conducted in this study, and the analysis 

information is just provided. The 3D analysis model is composed of 
shell elements and beam elements that constitute the hull and acoustic 
elements, respectively, to transmit the UNDEX loads. (See Fig. 5.) The 
total displacement was achieved by adjusting the density of the 
elements because the various weapon systems, engines, and supplies 
were not included in the 3D model. Mass elements were distributed 
uniformly over the length of the ship to realize the added mass.

Fig. 5 Schematic of the 3D analysis model

3.3 Shock Response Analysis Results
3.3.1 Comparison between 1D-PVSS and 3D-PVSS
The 1D shock response analysis was performed up to 0.5 seconds. 

The vertical acceleration history was taken at the position of 0.64L 
where the propulsion motor was installed. Based on the acceleration, 
the 1D-PVSS was calculated at 1 Hz intervals in the frequency range 
of 3–500 Hz, and Fig. 6 shows the results. Although the 1D-PVSS and 
3D-PVSS show a difference that cannot be neglected, it was confirmed 
that the overall PVSS patterns were similar. Therefore, the 1D-PVSS 
was judged to be relatively reliable. The very short computing duration 
of 426 seconds was necessary for the 1D shock response analysis, 
while the 3D shock response analysis took several hours. Therefore, a 
relatively reasonable 1D-PVSS can be estimated in the exploratory 
development phase of a naval ship.

Fig. 6 Comparison of 1D-PVSS and 3D-PVSS
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3.3.2 Comparison between 1D-PVSS and the design criteria
The 1D-PVSS and BV043 design criteria were compared to review 

the integrity of the shock response design. The conditions in Table 5 
were applied to the BV043 to determine the shock response criteria. 
The PVSS criteria and 1D-PVSS are shown simultaneously in Fig. 7. 
The 1D-PVSS is within the design criteria in the 3–200 Hz frequency 
range but it exceeds the design criteria after 200 Hz.

Nevertheless, the 1D-PVSS has not been used even for the 
exploratory development phase because the local stiffnesses of the hull 
and elastic mounting system were not included in the 1D model. The 
introduction of some advanced numerical simulation techniques can 
improve the reliability of the 1D-PVSS. For example, if the global- 
local interaction technique is used, it is possible to improve the 
accuracy of the 1D-PVSS sufficiently. After the construction of a local 
3D model with detailed mounting structures, the displacements 
obtained from the 1D model are used to prescribe the boundary 
conditions of the local 3D model. It is possible to obtain the 3D-PVSS, 
including the local stiffness effects without modeling of the full ship.

Fig. 7 Comparison between 1D-PVSS and the design criteria

Table 5 shock-resistance criteria by BV043

Mounting location   (mm)   (m/s)   (m/s2)

Hull mounting 45 7.0 2,820

4. Conclusions

In this study, the shock response analysis by the underwater 
explosion was performed on the 1D model with the charge mass and 
stand-off distance according to the U.S. Navy's standards and 
regulations.

Based on the results of the analysis, the 1D-PVSS was derived and 
compared with the 3D-PVSS. There was a relatively consistent 
agreement at low frequencies, but a non-negligible difference occurred 
at high frequencies. This difference was estimated to be because the 
3D model included the local stiffness of the equipment mount. 

Considering that the full ship 1D model requires less cost for modeling 
than the full ship 3D model and takes less time to analyze the shock 
responses, the full ship 1D model is predicted to show relatively good 
efficiency. As a result of comparing the 1D-PVSS and BV043 design 
criteria, the 1D-PVSS was out of the design criteria in the high 
frequency range of 200 Hz or higher. If the 1D model is applied in the 
exploratory development stage where the hull and equipment 
specifications are still under consideration, an evaluation of relatively 
quick and reasonabe shock-resistances is possible.

Because 1D models do not include local hull stiffness and elastic 
mount stiffness, only 3D models have been used even in the 
exploratory development stage. The 1D model-based PVSS can be 
improved by the introduction of a new numerical technique.
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1. Introduction

Efforts to respond to climate change are spreading to all industries 
around the world. In 2015, the Paris Agreement was adopted, aiming 
toward worldwide efforts to keep the global average temperature rise 
below 2 °C above the pre-industrial level and further limit the future 
temperature rise to below 1.5 °C (Bodansky, 2016). To implement this, 
the International Maritime Organization (IMO) has established and 
implemented regulations to reduce greenhouse gas (GHG) emissions 
from ships. According to the third IMO GHG study, CO2 emitted from 
ships worldwide in 2012 accounted for 2.2% of the total CO2 
emissions (IMO, 2014). This exceeds the CO2 emissions of Germany, 
Canada, and Korea (Olivier et al., 2017). According to the fourth IMO 
GHG study, CO2 emitted from ships worldwide in 2018 accounted for 
2.89% of the total CO2 emissions, showing an increasing trend of the 
proportion of CO2 emissions from ships. To respond to this, the 2019 
Marine Environment Protection Committee (MEPC) 74 determined 
the introduction time of the Energy Efficiency Design Index (EEDI) 
Phase 3. The EEDI is an operational efficiency indicator for ships and 
refers to the CO2 emission when 1 ton of a ship operates for 1 sea mile 
(1.852 km). The EEDI Phase 3 requires a reduction of 30% or more of 
CO2 emissions from ships from 2025 to 2030 compared with 2008, and 

Phase 4, which will be applied after 2030, requires a CO2 reduction of 
more than 40%. However, the MEPC 75 in 2020 proposed to reinforce 
emission regulations. Accordingly, part of the EEDI Phase 3, which 
was originally scheduled to be introduced in 2025, was moved forward 
to 2022.

Various methods are being devised to reduce GHGs emitted from 
ships to achieve the IMO’s CO2 emission reduction strategy. 
According to DNV-GL (2017), the main CO2 reduction methods that 
have been attempted so far are classified into the following four 
categories: liquefied natural gas (LNG) with the use of alternative 
fuels e.g., hydrogen, increased energy efficiency, the reduction of 
navigation speed, and carbon pricing. Among alternative fuels, LNG is 
a representative fuel, and extensive reviews have been reported on 
liquefied petroleum gas, biodiesel, bio methanol, liquefied biogas, 
hydrogen, and nuclear power. Methods to increase energy efficiency 
include the development of a new hull form, recycling waste heat, 
engine overhaul, the development of a hybrid engine, and main engine 
air lubrication. Combining all these methods can achieve fuel savings 
of 21% to 37% per ship (Kristensen, 2012). The energy efficiency 
improvement of ships will continue to rise gradually until 2050 
considering improvement measures, such as hull form improvement, 
the optimization of ship speed and operation, propulsion system, and 
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low/zero-carbon fuels. However, from an operational point of view, 
the energy efficiency improvement is expected to peak in 2035, and 
carbon reduction by alternative fuels will dominate afterward 
(DNV-GL, 2018). Excluding alternative fuels, it is estimated that 20%
–30% of current CO2 emissions can be reduced by currently applicable 
technical and operational measures. In the future, carbon reduction by 
alternative fuels, such as hydrogen, ammonia, and biodiesel, should be 
promoted. However, developing and applying related technologies are 
currently challenging tasks, and the corresponding infrastructure is 
also insufficient. Therefore, as the effective date of the EEDI Phase 3 
has been partially advanced to 2022, an onboard CO2 capture 
technology that can be applied immediately is required to achieve the 
target CO2 emission reduction.

Several researchers have studied onboard CO2 capture technology 
in various ways. Zhou and Wang (2014) proposed a method for 
capturing and fixing CO2 as calcium carbonate using calcium 
hydroxide solution and sodium hydroxide. This method was applied 
to a bulk carrier with an 18,660 kW engine, and the effectiveness and 
economic feasibility were evaluated. Luo and Wang (2017) simulated 
the monoethanolamine (MEA)-based post-combustion CO2 capture 
process and the CO2 storage liquefaction process for a cargo ship with 
a 17 MW engine. They observed that the carbon reduction rate could 
only reach 73% when conventional marine energy systems were 
integrated with the CO2 capture process owing to the limited heat and 
electricity supply to the CO2 capture process. They also observed that 
the cost of CO2 capture more than doubled when an additional gas 
turbine was installed to achieve a carbon reduction rate of 90%. 
Feenstra et al. (2019) simulated the CO2 capture process based on 
MEA and piperazine (PZ) using Aspen Plus for 1,280 kW and 3,000 
kW class marine engines. Furthermore, they calculated the capital 
expenditure and operating expenditure required to capture CO2 from 
ship exhaust gas through the process and suggested the addition of a 
CO2 capture process and a CO2 storage tank to the existing cargo ship 
design. Lee et al. (2021) proposed a new EEDI estimation method 
considering the CO2 capture process and applied it to a 53,200 DWT 
class ship. They simulated the N-methyldiethanolamine- and 
PZ-based CO2 capture process and the liquefaction process of the 
captured CO2 using Aspen Plus and considered a design that placed a 
liquefied CO2 storage tank on a ship. The calculation results 
confirmed that the carbon capture ratio required in the CO2 capture 
process was higher than the actual EEDI reduction rate.

2. Process Model Framework

2.1 Rate-based Model
In this study, the CO2 capture process based on an MEA solution 

was simulated using Aspen Plus v10, a commercial process simulator. 
Moreover, simulation was performed using a rate-based model for 
better accuracy. The conventional equilibrium model commonly used 
for distillation column simulation assumes that gas and liquid phases 
reach complete equilibrium at each stage and adjusts the performance 

Fig. 1 Schematic of the behaviors of the liquid and gas phases of 
the inner stage of the absorber through the film theory

of the distillation column by introducing an efficiency correction 
factor in each phase. However, such perfect gas-phase and liquid- 
phase equilibrium states are rare in actual processes. In contrast, the 
rate-based model assumes that there are several layers of thin film at 
the gas–liquid interface according to the film theory as shown in Fig. 1. 
The Maxwell–Stefan equation is calculated for this thin film to 
actualize the realistic heat and mass transfer process at the gas–liquid 
interface (Al-Baghli, 2001). Through this process, the rate-based 
model can more closely simulate the chemical reaction in the actual 
tray column or packed column. When simulating processes with active 
chemical reactions, such as the CO2 capture process using amines, the 
rate-based model shows higher reproducibility than the equilibrium 
model (Zhang and Chen, 2013).

2.2 Thermodynamic Model
Chemical reactions in the liquid phase must be considered to 

simulate the chemical equilibrium between gas and liquid accurately. 
The CO2 capture process using amines shows a nonideal behavior 
owing to its own chemical reaction and ions participating in the 
reaction. The electrolyte nonrandom two-liquid Redlich–Kwong state 
equation model was used to simulate the activity coefficient, Gibbs 
energy, enthalpy, and entropy of the liquid phase. Furthermore, the 
fugacity coefficient of the weather (Agbonghae et al., 2014) was 
simulated using the perturbed-chain statistical associating fluid theory 
model. The CO2 absorption reaction using MEA is expressed by the 
equilibrium equations Eqs. (1)–(5) below.

↔
  (1)

 ↔


 (2)


↔

 
 (3)

 ↔
 (4)

↔
 (5)
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2.3 Reaction Kinetic Model
In Aspen Plus, the reaction rate  of a chemical reaction is 

expressed using a power law as follows:


 

exp 










  






 (6)

where  is the reaction rate of the chemical reaction, 
  is the 

pre-exponential factor,  is the activation energy,  is the gas 
constant,  is the absolute temperature of the system,   is the activity 
coefficient, and  is the reaction order. 

The chemical reaction equations of carbamate and bicarbonate 
formed by the   absorption reaction using MEA are shown in Eqs. 
(7)–(10).

 ↔
 (7)


 ↔

 (8)


  ↔

 (9)


 ↔

  (10)

Zhang et al. (2009) converted the molarity-based speed constant to 
activation-based speed constant through the experimental data of 
Hikita et al. (1979) and Pinsent et al. (1956). Therefore, the calculation 
method of the equilibrium constant is based on “mole gamma.” This 
result is summarized in Table 1. 

Table 1 Reaction rates and pre-exponential factors for the absorption 
of CO2 using MEA

Related 
species Reaction Direction 

 (kmol/m3s)  (kJ/mol)



Forward 3.02×1014 41.20
Reverse 

(absorber, 303–353K) 5.52×1023 69.05

Reverse 
(stripper, 363–393K) 6.56×1027 95.24




Forward 1.33×1017 55.38
Reverse 6.63×1016 107.24

3. Validation of Process Simulation

3.1 Target Plant for Simulation Validation
The CO2 capture process was simulated based on pilot plant 

operational data (Stec et al., 2015) to validate the process simulation 
prior to simulating the onboard CO2 capture process. The pilot plant to 
be verified implements a post-combustion carbon capture process 
based on a 30 wt% MEA solution. Table 2 lists the physical quantities 
and composition of the acid gas, Table 3 lists the physical quantities of 

Table 2 Properties of the acid gas for the pilot plant

Acid gas properties

Pressure 
(bar) 1.05
(kPa) 206.3

Temperature (℃) 45
Flow rate (kg/h) 289

Compositions (mol fraction)
CO2 0.135
H2O 0.055
N2 0.7
O2 0.11

Table 3 Properties of lean solvent for pilot plant

Properties of lean MEA solvent

         Pressure 
(bar) 2.0
(kPa) 301.3

Temperature (℃) 40
Flow rate (kg/h) 1358.3

MEA concentration (wt%) 30
CO2 loading (mol CO2/mol MEA) 0.36

Table 4 Specifications of columns

Absorber Stripper
Diameter (mm) 330 280
Height (mm) 8400 4300

Segment number 20 20

Packing type Sulzer Mellapak 
500Y, 750Y

Sulzer Mellapak 
750Y

Reboiler temperature (℃) - 108

the aqueous amine solution, and Table 4 lists the detailed operating 
characteristics of the absorber and stripper. The acid gas contains 13.5 
mol% of CO2, and the flow rate can be changed in the range of 200–
400 kg/h. The absorber is a packed column with a diameter of 0.33 m 
and a height of 5.1 m filled with Sulzer Mellapak 500Y and 750Y. The 
stripper is a packed column with a diameter of 0.28 m and a height of 
4.3 m filled with Sulzer Mellapak 750Y. The pilot plant was operated 
by applying various process improvement methods. The process 
simulation was validated using the amine process operation data of the 
most popular standard method.

3.2 Result of Simulation Validation 
Various correction coefficients, correlation coefficients, and 

correlation methods of the rate-based model should be carefully 
selected and adjusted to construct a realistic process model that 
simulates real chemical reactions well. Table 5 summarizes the main 
tunable parameters and correlation method of the Aspen Plus 
rate-based model used to simulate pilot plant operation data. 
According to Zhang et al. (2009), when the Onda correlation method 
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(Onda et al., 1968) is used, there is a possibility of underestimating the 
interfacial area. Therefore, the Bravo correlation method (Bravo et al., 
1985) was used instead of the Onda correlation method which is 
generally used as the interfacial area method and mass transfer 
coefficient method. (Agbonghae et al., 2014). The Stichlmair method 
(Stichlmair et al., 1989) was used for liquid holdup, and the heat 
transfer coefficient was used by the Chilton and Colburn method 
(Chilton and Colburn, 1934). According to Zhang et al. (2009), the 
prediction accuracy of the countercurrent flow model is the highest, 
but this model requires a large number of calculations and sometimes 
shows unstable calculation results. Therefore, the Vplug flow model, 
which produces stable results, was used.

Table 6 lists the simulation results based on the configuration of the 
Aspen Plus model described above in comparison with the pilot data. 
Fig. 2 compares the temperature profile inside the actual pilot plant 
absorber with that of the simulation. The temperature decrease at the 
fourth stage of the pilot plant absorber could not be simulated. 
However, it can be seen that the maximum temperature bulge of 7th to 
9th stages formed by the CO2 absorption reaction of the amine aqueous 
solution and the overall temperature trend were well simulated. From 
the above results, it can be confirmed that the simulation method 
predict the actual data from pilot-plant very well.

Temperature (oC)

40 50 60 70 80 90

St
ag

e

0
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20
Pilot operation temperature
Model liquid temperature
Model vapor temperature

Fig. 2 Absorber temperature profile of the pilot plant

4. Simulation Result of 
Onboard Carbon Capture Process

4.1 Selection of Onboard CO2 Emission Scenarios
The EEDI is an efficiency indicator determined as follows. First, the 

CO2 emissions from the main engine, the CO2 from the auxiliary 

Absorber Stripper

Global tuning factors

Reaction condition factor 0.9 0.9
Film discretization ratio 5 5

Flow model Vplug Vplug
Interfacial area 1.4 1.1

Liquid phase
Film resistance Discretize film Discretize film

Number of discretization points 5 5
Liquid holdup Stichlmair89 Stichlmair89

Vapor phase Film resistance Consider film Consider film

Correlation methods
Mass transfer coefficient Brf-85 Brf-85
Heat transfer coefficient Chilton and Colburn Chilton and Colburn

Interfacial area Brf-85 Brf-85

Table 6 Operating conditions of columns

Pilot plant Aspen Plus model

Absorber
Diameter (mm) 330 330
Height (mm) 8400 8400

Stripper
Diameter (mm) 280 280
Height (mm) 4300 4300

Lean solvent loading mol CO2/mol MEA 0.36 0.36
Rich solvent loading mol CO2/mol MEA 0.50 0.503

CO2 removal rate % 84 86.1
Stripper reboiler duty GJ/t CO2 3.98 4.05

Stripper reboiler temperature ℃ 108 108

Table 5 Design parameters of the columns
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engines, and the additional CO2 from power take-in (PTI) are added 
together. Then, this value minus the CO2 reduction by energy 
abatement devices, such as waste heat recovery system, is divided by 
the size and speed of the ship (Eq. (11)).  denotes the output of the 
engine (kW), and  and  denote the main and auxiliary engines, 
respectively.  refers to the fuel consumption rate (g/kWh) of an 
engine, and   refers to the tonnage of CO2 emitted from the ship 
when 1 ton of specific fuel is consumed. Capacity refers to deadweight 
tonnage, and  refers to the standard speed of the ship (knot). 
Finally,  is the efficiency index of the ship by ship type. Detailed 
figures and explanations related to each item in the equation can be 
found in IMO (2018). According to the current EEDI calculation 
method, even if CO2 is directly captured and removed from the ship 
exhaust gas, this figure is not reflected in the EEDI of the ship. Lee et 
al. (2021) proposed an improved EEDI calculation method as 
expressed in Eqs. (12) and (13), which reflects the amount of removed 
CO2 in EEDI when CO2 contained in exhaust gas emitted from a ship 
to the atmosphere is removed using the onboard carbon capture 
process. In this method, the carbon capture process can be reflected in 
the EEDI by adding Eq. (13) for the CO2 reduction rate to the term 
denoting the CO2 emission from the main engine.   refers to the 

mass of CO2 removed, and   refers to the mass of total CO2 
included in the exhaust gas. In this study, the EEDI of a ship was 
calculated using the EEDI calculation method proposed by Lee et al. 
(2021). All the EEDI calculations below have been performed 
according to the calculation method of Lee et al. (2021).


 

 (13)

The CO2 emitted from ships can be estimated using the following 
equation: 

   × × (14)

where  is the hourly CO2 emissions (kg/h),  is the average 
maximum output of the engine by ship type (kW),  is the load 
factor of the engine by ship type, and  is the emission factor 
(g/kWh) of the engine according to the exhaust gas composition. 
Tables 7, 8, and 9 show the average maximum output (kW) of diesel 
engines by ship type, the average load factor of diesel engines by ship 
type, and the emission factor according to fuel, respectively. Table 10 

 
 × ×× ×


  






  



  ×  ×   × × 

(11)

 
××


  






  



  ×  ×  ×   × × 

(12)

Bulk carrier Container ship Passenger ship General cargo RORO Tanker Reefer
8,000 30,900 39,600 9,300 11,000 9,400 9,600

Table 8 Average load factor of diesel engines by ship type (U.S. Environmental protection Agency, 2009; ENTEC, 2007)

Bulk carrier Container ship Passenger ship General cargo RORO Tanker Reefer
0.75 0.80 0.5 0.80 0.80 0.75 0.80

Table 9 CO2 emission factor of four-stroke engine (g/kWh) (Kristensen, 2012)

Fuels MDO (Marine Diesel Oil) LNG (Liquified Natural Gas)
Emission factor (g/kwh) 609 426

Table 10 Flue gas compositions of MAN B&W ME-GI engine (Kristensen, 2012)

Composition Unit Diesel mode (MDO) Gas mode (LNG)
N2 mol% 80.21 81.83
O2 mol% 15.05 14.65

CO2 mol% 4.74 3.52
CO ppm 51.0 55.0
HC ppmC 46.5 143.5
NOx ppm 1002 1044

Table 7 Average power of diesel engines by ship type (kW) (U.S. Environmental Protection Agency, 2009)
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summarizes the composition of exhaust gas discharged from MAN 
B&W’s ME-GI (main engine electronic control gas injection) engine.

The IMO presented the EEDI reference line as an exponential 
function as shown in Table 11 according to the ship type and tonnage, 
and specified the target reduction rate compared with the EEDI 
reference line according to the ship type and tonnage. Table 12 
summarizes the EEDI Phase 3 target reduction rates by major ship 
type.

According to the third IMG GHG study, three ship types, i.e., bulk 
carrier, tanker, and container ship, account for 60% of the total 
onboard carbon emissions. Therefore, a total of six onboard emission 
scenarios were selected for the case of using diesel and LNG as fuel for 
each of the three ship types: bulk carrier, tanker, and container ship. 

Scenarios 1, 2, and 3 were selected for bulk carriers, container ships, 
and tankers using diesel as fuel, respectively. In addition, scenarios 4, 
5, and 6 were selected for bulk carriers, container ships, and tankers 
using LNG as fuel, respectively. Table 13 lists the EEDI values for 
each of the six scenarios based on the above data related to CO2 
emission from ships. The tonnage of the ship used in the EEDI 
calculation was interpolated using the tonnage-engine output data of 
the Environmental Protection Agency (2009). For the   of the ship, 
the speed of the ship was set to 0.75 MCR (maximum continuous 
rated) proposed by Notteboom and Carriou (2009). Furthermore, the 
EEDI reference according to the tonnage and ship type for each 
scenario was calculated. Finally, the target EEDI required for the 
EEDI Phase 3 was calculated, and the required CO2 reduction rate to 

Reference line  × 

Ship type   

Bulk carrier 961.79

Deadweight tonnage
(DWT)

0.477
Gas carrier 1120.00 0.456

Tanker 1218.80 0.488
Container ship 174.22 0.201
General cargo 107.48 0.216

Reefer 227.01 0.244
RORO 1405.15 0.498

Table 12 Required EEDI for phase 3 (MEPC 75/18; IMO, 2020)

Ship type Bulk carrier Tanker Container ship

DWT 20,000– 10,000–
20,000 20,000– 4,000–

20,000 200,000– 120,000–
200,000

80,000–
120,000

40,000–
80,000

15,000–
40,000

10,000–
15,000

reduction rate (%) 30 0–30 30 0–30 50 45 40 35 30 15–30

Table 11 EEDI reference line (MEPC 215(63); IMO, 2012)

Case 
No. Fuel Ship type Capacity

(DWT)  EEDI EEDI reference EEDI phase 3 Required CO2 
reduction rate

1
Diesel
(MDO)

Bulk carrier 45688 14.5 6.250 5.759 4.031 (-30%) 43.9%
2 Container ship 47213 24 21.59 20.03 13.02 (-35%) 45.2%
3 Tanker 63750 12 6.323 5.512 3.859 (-30%) 40.2%
4

Gas
(LNG)

Bulk carrier 45688 14.5 5.029 5.759 4.031 (-30%) 28.5%
5 Container ship 47213 24 17.37 20.03 13.02 (-35%) 22.5%
6 Tanker 63750 12 5.088 5.512 3.859 (-30%) 27.2%

Table 14 CO2 emissions and exhaust gas flow rate by scenarios

Case No. CO2 emissions (kg/h) Exhaust gas flow rate (kg/h) Target CO2 reduction rate Target CO2 reduction (kg/h)
1 3564.0 51447.4

50%
1782.0

2 15054.5 211963.3 7527.3
3 4293.4 60450.7 2146.7
4 2940.0 55341.2

30%
882.0

5 12112.8 228005.6 3633.8
6 3454.5 65025.9 1036.4

Table 13 EEDI by ship emission scenario
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achieve this goal is listed in Table 13.
Then, based on the above data on ship CO2 emissions, the CO2 

emissions and total exhaust gas flow rate of each scenario were 
calculated and summarized in Table 14. As listed in Table 13, the CO2 
reduction rate required in the scenario using diesel as fuel is 40%–
50%. Hence, the target CO2 reduction rate in the diesel scenario was 
set to 50%. Similarly, the CO2 reduction rate was set to 30% because 
the CO2 reduction rate required in the scenario where LNG is used as 
fuel is 20%–30%. The target CO2 reduction rates for each scenario are 
summarized in Table 14.

4.2 Simulation of Single Packed Column Process
Fig. 3 shows a flowchart of the simplest and most traditional type of 

CO2 capture process using an aqueous amine solution. The process 
consists of two packed columns or tray columns and a heat exchanger. 
As the aqueous amine solution (lean amine) passes through the 
absorber, it absorbs CO2 from the acid gas. The aqueous amine 
solution that has absorbed CO2 (rich amine) is introduced into the 
stripper through the heat exchanger. The reboiler of the stripper 
performs high-temperature distillation to separate CO2, which is then 
discharged to the top of the stripper. The regenerated aqueous amine 
solution passes through the heat exchanger and returns to the absorber.

For six onboard CO2 emission scenarios, an onboard CO2 capture 
process that removes 70% to 80% of CO2 trapped in acid gas using a 
30 wt% MEA solution was simulated based on the various coefficients 
and methods of the rate-based model used for simulation validation in 
the previous section. The removal rate of the CO2 capture process 
using the MEA solution is generally set to 90%. However, when the 
removal rate is decreased, the amount of fluid flowing into the 
absorber increases. Hence, the diameter of the absorber increases, 
whereas the height of the absorber decreases. A removal rate lower 
than 90% was set to design an absorber with a lower height, and the 
reason will be described below. The absorber is packed with the filler 
material of Mellapak 250Y, and both diesel and LNG fuel usage 

scenarios are packed to 7.8 m. The exhaust gas cooled to 40 ℃ flows 
into the bottom of the absorber, and the MEA solution cooled to 45 ℃ 

flows into the top of the absorber. The stripper is packed with 
Mellapak 250Y to 4.1 m in the diesel scenario and 4.0 m in the LNG 
scenario. The MEA solution is heated to 109.5 ℃ through the reboiler 
at the bottom of the stripper. For both absorber and stripper, the 
maximum flooding rate was set to 75%. Detailed operation 
information of each column is summarized in Table 15, and the 
process operation flow rates and target CO2 removals are summarized 
in Table 16. The composition of flue gas CO2 of diesel fuel is 4.74 
mol%, and the composition of flue gas CO2 of LNG fuel is 3.52 mol% 
(Table 10). When diesel is used as fuel, the flow rate of flue gas and 
CO2 emission are higher than those when LNG is used as fuel.

Table 15 Design specifications for single column

Absorber Stripper

Packing type Mellapak 250Y Mellapak 250Y

Pressure 1.1 barg 
(210.3 kPa)

0.2 barg (121.3 kPa) (min.)

0.8 barg (181.3 kPa) (max.)

Temperature
42.7 ℃ (min.) 85 ℃ (condenser)

73.3 ℃ (max.) 109.5 ℃ (reboiler)

Lean solvent loading 0.19 -

Rich solvent loading
0.324 (Diesel) -

0.310 (LNG) -

CO2 removal rate
78.6% (Diesel) -

70.1% (LNG) -

Packing height 7.8 m
4.1 m (Diesel)

4.0 m (LNG)

L/G ratio
2 (Diesel) -

1.4 (LNG) -

Reboiler duty - 3.80 GJ/t CO2

Fig. 3 Conventional CO2 capture process based on aqueous amine solution
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Fig. 4 Effect of lean loading on the MEA solution flow rate (red 
line) and reboiler duty (blue line)

The lean loading (mol CO2/mol MEA) of the MEA solution flowing 
into the absorber should be considered carefully because it is one of 
the major factors influencing the overall process, including the flow 
rate of the MEA solution, the size of the absorber and stripper, and the 
amount of heat consumed in the reboiler of the stripper. Fig. 4 shows 
the effect of lean loading on the flow rate of the MEA solution required 
and the amount of heat consumed in the reboiler. The lowest energy 
consumption is 3.80 GJ/t CO2 for the lean loading of 0.19 mol CO2/mol 
MEA. Therefore, the lean loading of the MEA solution simulating the 
onboard CO2 capture process was fixed at 0.19 mol CO2/mol MEA, 
which requires the lowest amount of energy. At a lean loading below 
0.19 mol, the required flow rate of the MEA solution decreases, 
whereas the CO2 absorption performance and speed increase; however, 
the amount of heat consumed to regenerate the MEA solution 
increases exponentially. This is because more energy is required to 

achieve a lower level of CO2 loading when rich MEA that has 
absorbed CO2 is regenerated in the stripper. If the lean loading 
increases, the required flow rate of the MEA solution increases. This in 
turn increases sensible heat, the overall size of the equipment, and the 
risk of column flooding.

Table 17 lists the size results of simulating the CO2 capture process 
according to the aforementioned six onboard CO2 emission scenarios. 
The size simulation of the device was performed using the Aspen 
process economic analyzer installed as an add-on of Aspen Plus. The 
flow rate of exhaust gas varied considerably according to each 
scenario, and the column diameter changed significantly as a result. In 
both the diesel and LNG scenarios, the absorber height was the same at 
approximately 12.2 m. The height of the stripper was approximately 
8.5 m for the diesel scenario and approximately 8.4 m for the LNG 
scenario. This is because the lean solvent loading was the same in both 
scenarios, but the partial pressure of CO2 of the aqueous amine 
solution flowing into the stripper was different. Furthermore, the 
overall column height was significantly increased by additional 
devices installed in the columns compared with the height of the filler 
in each case.

The onboard CO2 capture process assumed in this study aims to 
demonstrate the possibility of implementing a simple CO2 capture 
process without extensive remodeling for ships beyond EEDI Phase 3 
among existing ships. However, the calculated column height 
exceeded 8 m in all scenarios, and the height of the absorber in 
particular reached 12.2 m. Assuming that all the above scenarios are 
for small- and medium-sized ships, there is a possibility that such a 
high column height may exceed the height of the engine room or the 
height of the stack. This indicates that, to implement the CO2 capture 
process, extensive repair and maintenance of the ship are required, 
such as making a hole in the ship’s deck or expanding the stack. 

Case No. Target CO2

reduction (kg/h)
CO2 removal rate

in absorber
Process inlet

CO2 flow rate (kg/h)
Process inlet exhaust gas

flow rate (kg/h)
1 1782.0

78.6%
2267.2 32727.8

2 7527.3 9576.7 138244.8
3 2146.7 2731.2 39425.8
4 882.0

70.1%
1258.2 23683.9

5 3633.8 5183.7 97576.4
6 1036.4 1478.5 27829.9

Table 16 Operating conditions for a single column

Case No. Absorber diameter (m) Absorber height (m) Stripper diameter (m) Stripper height (m)
1 1.7760

12.192
1.4340

8.53442 3.6342 2.9473
3 1.9408 1.5740
4 0.9604

12.192
0.7482

8.38205 1.9880 1.5188
6 1.0562 0.8190

Table 17 Simulation result of single column
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Moreover, the hull is inevitably inclined owing to six-degree- 
of-freedom motions, such as roll, pitch, and yaw, which is unavoidable 
for the ships floating on the water during operation. Consequently, as 
the absorber installed on the ship is tilted, it is likely that the CO2 
absorption performance will decrease (Di et al., 2018). According to 
Son et al. (2017), maldistribution of liquid inside a tilted column 
increases significantly as the packed column height increases. This 
interferes with smooth process operation and decreases column 
performance. Therefore, in this study, a parallel column CO2 capture 
process with two absorbers and two strippers was newly simulated 
with the objective of implementing a CO2 capture process in which the 
height does not exceed 3 TEU (TEU indicates the size of a standard 
container, and the height of 3 TEU is 7.8 m).

4.3 Simulation of Parallel Packed Column Process
Absorber intercooling is an improved absorber process operation 

method widely used to increase the efficiency of the on-shore CO2 
capture process using amines. This method forms a temperature 
imbalance inside the absorber because the CO2 absorption reaction by 
amines is an exothermic reaction. In general, the highest temperature 

in the absorber is generated in the middle part of the absorber. The 
absorber intercooling process decreases the overall temperature of the 
fluid inside the absorber by installing a cooler in this highest- 
temperature part to provide a cooling circulating flow inside it. CO2 
absorption reaction using amines occurs more actively in an 
environment with a low temperature owing to the solubility of gas. 
Hence, the installation of an intercooler increases the CO2 absorption 
capacity of the aqueous amine solution. Therefore, the intercooling 
process can have positive effects, such as reductions in the flow rate of 
the aqueous amine solution required for CO2 capture, the overall size 
of the equipment, the energy consumption of the reboiler, and process 
operation cost.

A parallel absorber using an intercooling device was devised to 
lower the column height required for the onboard CO2 capture process 
based on the basic concept of the absorber intercooling process. As 
shown in Fig. 5(a), the regenerated aqueous amine solution flows into 
the upper part of the first absorber, and the gas from which CO2 is 
removed is discharged through the upper part of the first absorber. The 
aqueous amine solution that has slightly absorbed CO2 comes out from 
the bottom of the first absorber, passes through the cooler, and flows 

(a) Process flow diagram for parallel absorbers

(b) Process flow diagram for parallel strippers

Fig. 5 Process flow diagram of CO2 capture process using parallel columns
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into the top of the second absorber at a low temperature. The exhaust 
gas flows into the bottom of the second absorber, and the aqueous 
amine solution that has completely absorbed CO2 is discharged from 
the bottom of the second absorber.

Fig. 6(a) shows the temperature gradient inside the absorber in a 
single absorber process. A relatively low temperature is maintained at 
the top and bottom of the absorber because the inflow of the 
low-temperature MEA solution and exhaust gas continues. However, 
the temperature of the fluid inside the absorber rises owing to the CO2 
absorption reaction of MEA, which is an exothermic reaction, and the 
highest temperature of 72.5 ℃ can be observed near stage 5. Fig. 6(b) 
shows the temperature gradient inside the absorber in the parallel 
absorber process. Stages 1 to 10 represent the first absorber, and stages 
11 to 20 represent the second absorber. A low temperature is 
maintained in stages 1 and 20, where the MEA solution and exhaust 
gas are introduced, as well as in stages 10 and 11, which pass through 
the cooler. Hence, the maximum temperature of the entire absorber 
remains at approximately 61 ℃. The absorption performance of the 
MEA solution also increased, which was able to reduce the total MEA 
solution flow rate by 12%.

In Figs. 6 (a) and (b), the temperature of the incoming MEA solution 
is 40 ℃ in both cases. However, the temperatures of the single 
absorber in stage 1 are 52.8 ℃ (liquid) and 60.8 ℃ (gas), and the 
temperatures of the parallel absorber in stage 1 are 45.2 ℃ (liquid) and 
49.6 ℃ (gas). This is because stage 5, the point at which the reaction 
occurs most actively in the absorber, is close to stage 1, the inlet of the 
MEA solution; therefore, the temperature of stage 1 changes relatively 
significantly according to the maximum internal temperature of the 
absorber. As the maximum temperatures inside the single absorber and 
the parallel absorber differ by approximately 10 ℃, the temperature of 
stage 1, which is close to temperature bulge, also shows a difference of 
approximately 5–10 ℃. The basic concept of stripper interheating is 
the same as that of absorber intercooling. A heater is installed in the 
middle of the stripper to raise the overall temperature of the stripper. 
The amine solution that absorbs CO2 is heated in the stripper to 

separate the absorbed CO2. The regeneration efficiency increases if a 
higher temperature is maintained up to the top of the stripper. This can 
be expected to reduce the energy consumption in the reboiler and the 
size of the stripper. Based on this concept, the rich MEA solution is 
introduced at the top of the first stripper and the separated CO2 is 
discharged as shown in Fig. 5(b). The MEA solution heated by the 
reboiler at the bottom of the first stripper flows into the top of the 
second stripper. At the bottom of the second stripper, the MEA 
solution after CO2 separation flows to the absorber through the heat 
exchanger.

Fig. 7 shows the energy consumption required to achieve the same 
lean CO2 loading according to the ratio of energy consumed by the 
reboiler of each stripper. The x-axis represents the ratio of energy 
consumption of the reboiler of the second stripper to the total energy 
consumption. The y-axis represents the total energy consumption. The 
amounts of energy consumed by the first and second reboilers, 
respectively, are shown in different colors. A relatively high energy 

Table 18 Design specifications for parallel absorbers

Absorber 1 Absorber 2

Packing type Mellapak 250Y Mellapak 250Y

Pressure 1.05 barg (206.3 kPa) 0.97 barg (198.3 kPa)

Temperature
45.2 ℃ (min) 48.0 ℃ (min)

61.0 ℃ (max) 53.1 ℃ (max)

Lean solvent 
loading 0.19

Rich solvent 
loading

0.346 (Diesel)

0.331 (LNG)

CO2 removal rate
79.1% (Diesel)

70.6% (LNG)

Packing height 4.0 m 

L/G ratio
1.7 (Diesel)

1.3 (LNG)
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(a) Temperature profile of a single absorber (b) Temperature profile of parallel absorbers

Fig. 6 Temperature profiles of absorbers
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Table 19 Design specifications for parallel strippers

Stripper 1 Stripper 2
Packing type Mellapak 250Y Mellapak 250Y

Pressure

0.2 barg (121.3 kPa) 
(min)

0.7 barg (171.3 kPa) 
(min)

0.68 barg (169.3 kPa) 
(max)

0.9 barg (191.3. kPa) 
(max)

Temperature
99.7 ℃ (min) 118.2 ℃ (min)

118.6 ℃ (max) 121 ℃ (max)

Packing height
2.3 m (Diesel)
2.2 m (LNG)

Reboiler duty
3.76 GJ/t CO2

3.55 GJ/t CO2

consumption can be observed at 0%–10% when the reboiler of the 
second stripper is used less or is not used. This indicates that 
inefficient energy input is required to heat the bottom of the second 
stripper sufficiently only with the reboiler of the first stripper. The 
overall energy consumption decreases as the proportion of energy 
consumption of the reboiler of the second stripper gradually increases, 
reaching a minimum of 3.76 GJ/t CO2 at 60%. Beyond the proportion 
of 60%, the total energy consumption increases again. This appears to 
be because a relatively large amount of energy is input to heat the top 
of the first stripper sufficiently with the reboiler of the second stripper. 
Therefore, in the parallel absorber process, the ratio of energy 
consumption of the reboiler of the first stripper and the reboiler of the 
second stripper was simulated as 4:6. Tables 18 and 19 list the detailed 
operational information of the parallel packed column process.

Table 20 lists the process simulation size results for the six scenarios 
of the CO2 capture process for parallel packed columns. The diameters 
of both the absorber and stripper changed according to the flow rate of 
each scenario. When compared with the single absorber process, the 
flow rate of the MEA solution decreased, and the overall diameter of 
the column decreased as a result. The absorber heights in both 
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Table 20 Simulation results of parallel columns

Case 
No.

Absorber 
diameter (m)

Absorber 
height (m)

Stripper 
diameter (m)

Stripper 
height (m)

1 1.7052
7.5820

1.3452
6.53602 3.4878 2.7648

3 1.8626 1.4764
4 0.9394

7.5820
0.7019

6.41965 1.9066 1.4247
6 1.0182 0.7608

scenarios were approximately 7.6 m, which were much lower than the 
height of the single packed column, i.e., 12.2 m. Thus, the column 
height was simulated to be lower than the intended height of 3 TEU 
(7.8 m). The height of the stripper was simulated as approximately 6.5 
m in the diesel scenario and approximately 6.4 m in the LNG scenario, 
which were lower than 8.5 m and 8.4 m for the single packed column, 
respectively, and also lower than the target height of 3 TEU.

4. Conclusions

A technology to reduce CO2 emissions that can be immediately 
applied is required owing to the expedited implementation of the EEDI 
Phase 3. Thus, in this study, an MEA-based onboard CO2 capture 
process was simulated and the required column size was examined. 
Before the simulation, the average CO2 emission according to the ship 
type was calculated, and the amount of CO2 reduction required for the 
implementation of the EEDI Phase 3 was calculated. Six scenarios 
were defined according to ship type and fuel, and the MEA-based 
onboard CO2 capture process required for these scenarios was 
simulated. The process simulation was conducted using the rate-based 
model of Aspen Plus v10, a commercial process simulator. The 
operational data of the pilot plant were used to verify the accuracy and 
reproducibility of the process simulation. Various correction factors 
and correlation methods of the rate-based model were carefully 
adjusted and selected based on the operation data of the pilot plant. 
The results of process simulation were validated by comparing them 
with the operation data. The MEA-based CO2 capture process required 
for the six onboard CO2 emission scenarios selected above was 
simulated through the adjusted rate-based model. The onboard CO2 
capture process was designed to include the most widely used basic 
types of absorber, stripper, and heat exchanger. Furthermore, the CO2 
reduction rate of 70%–80% was targeted based on lean loading with 
the minimum energy consumption in the reboiler. The result of process 
simulation confirmed that an absorber and a stripper with a diameter of 
approximately 0.7 m–3.6 m and a height of 8.4 m–12.2 m were 
required depending on the scenario.

A lower column height in the onboard CO2 capture process is more 
advantageous owing to the characteristics of ships. The column height 
of up to 12.2 m in the onboard CO2 capture process simulated above 
was too high for implementation on a ship. Therefore, to lower the 
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column height, an onboard CO2 capture process using parallel packed 
columns was newly designed and simulated. Both the absorber and 
stripper were designed to have two parallel columns, and each column 
was connected by applying the intercooling and interheating concepts. 
Consequently, the onboard CO2 capture process could be configured 
with columns having a diameter of approximately 0.7 m–3.5 m and a 
height of 6.4 m–7.6 m. Therefore, immediate onboard application 
would be possible because the column height is less than 3 TEU or 7.8 
m. However, the CO2 capture process with parallel packed columns 
increases the space required for installation, as the required number of 
columns increases compared with that in the conventional process. 
This is a disadvantage, as ships have several spatial constraints. 
Therefore, the size of the engine room, the location of the stack, and 
the arrangement of the deck structure should be carefully considered to 
apply the parallel column process to an actual ship.

The CO2 capture process using amines requires a considerable 
amount of heat to regenerate the aqueous amine solution owing to the 
nature of the process. It is assumed that the thermal energy required for 
the onboard amine CO2 capture process is supplied through the waste 
heat of the engine and exhaust gas. However, an auxiliary engine is 
required to generate additional power if sufficient waste heat is not 
supplied to regenerate all the aqueous amine solution. This additional 
power generation results in higher CO2 emissions than before. 
Therefore, the target CO2 removal to achieve the EEDI Phase 3 will be 
higher than that initially calculated. This aspect requires a close review 
because it leads to additional increases in load and size in the capture 
process. Therefore, further studies are required to optimize the energy 
flow of the process and to design the process considering the 
additional energy required by the implementation of the onboard CO2 
capture process.
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1. Introduction

Mission and operating environments are becoming more diverse and 
complex as the demand for operating autonomous underwater vehicles 
(AUVs) in the marine sector increases (Cho et al., 2019; Kim et al., 
2021). However, when AUVs perform missions, such as exploring 
submarine topography/resources, inspecting marine structures, and 
monitoring the ocean, they must be recovered after a certain period of 
operation for recharging and backing up data because they are not 
supplied with external power and communication modules, resulting 
in considerable ship operation and launch or recovery costs and times, 
while making it impossible to perform launch or recovery missions 
under poor weather conditions. As a result, AUVs have several 
limitations in terms of operating range and time (Cho et al., 2019; Cho 
et al., 2020a).

Underwater docking technology is one methods for addressing these 

problems of AUVs. The operating range and time of AUVs can be 
increased by installing a docking station (DS) that receives power and 
communication lines from the land at an arbitrary underwater location 
and docking the AUVs at the docking station. To guide an AUV for 
docking, it is essential to develop a technique to estimate the relative 
distance and angle between the AUV and docking station, a terminal 
guidance control technique to precisely guide the AUV to the docking 
cone, and a mission management technique to increase the mission 
success rate and operational stability of the AUV (Park et al., 2019). 
Therefore, developed maritime countries, such as the United States 
and Japan, have been investigating various docking methods since the 
2000s, including the hooking mechanism (Fukasawa et al., 2003; 
Kimball et al., 2018) and cone mechanism (Hobson et al., 2007; Zhang 
et al., 2017). Allen (2006) attempted docking in a cone-shaped station 
using the AUV remote environmental monitoring units (REMUS)-100 
and successfully docked 17 times out of 29 attempts (approximately 
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59%); however, this docking success rate needs to be improved for 
application in an actual system (Allen et al., 2006). Li et al. (2015) 
conducted a study on docking using WL3-AUV in a water tank 
environment, succeeding in docking at a rate of approximately 80% 
using a camera and light-emitting diode (LED). However, they 
reported that problems such as image processing and LED brightness 
control would need to be resolved before applying in an actual sea 
environment (Li et al., 2015).

A mission management technique based on various data, such as the 
AUV's status information and information from multiple types of 
guidance sensors, is required to increase the success rate for docking 
an AUV in the actual sea environment. As the types of sensors 
increase, the hardware and software systems of the AUV become more 
complex, with different algorithms required to be used in combination. 
The mission management technique uses information from the sensors 
mounted on the AUV to continuously manage the status, location, 
attitude, and mission performance status of the AUV, while aiming to 
increase the efficiency and stability over the operating time and path. 
As a relevant previous study, Wolf et al. (2017) successfully 
demonstrated the execution of missions, such as reconnaissance, 
tracking, and inspections, by applying the control architecture for 
robotic agent command and sensing (CARACaS) in a number of 
unmanned surface vehicles (USVs). However, it appears that the 
application in an underwater system still needs to be supplemented 
because the study is limited to USVs with readily available data 
communication, with the system only allowing a restrictive 
intervention by the operator in emergency situations. Albiez et al. 
(2010) applied the mission management architecture developed for the 
AUV 'AVALON' equipped with six thrusters and successfully 
performed the exploration and tracking missions for underwater 
pipelines, but reported that further research would be necessary on the 
application in complex missions and systems. Barrouil and Lemaire 
(1999) developed the general-purpose programming and execution 
monitoring of autonomous systems (ProCoSA) and verified its 
suitable application in the AUV system through simulation; however, 
additional validation is required for actual underwater AUV systems. 
In addition, Pinto et al. (2012) designed and demonstrated a mission 
planning architecture for light AUV (LAUV)-Seacon AUV using 
teleo-reactive executive (T-REX) and confirmed that, although there 
was a problem in selecting the optimal sequence of actions, the 
architecture worked properly. Xue and Lekkas (2020) simulated 
T-REX and the robot operating system plan (ROSPlan) and compared 
and analyzed the performances, confirming their adequate operation 
despite each having its own strengths and weaknesses. Papadimitriou 
and Lane (2014) simulated a mission planning algorithm for 
performing a mine countermeasure (MCM) mission using a planning 
domain definition language (PDDL), confirming that the mission was 
successfully performed in a dynamic environment. An artificial 
intelligence (AI) planner of this type can reliably perform a given 
mission; however, it requires time and cost for initial installation and 
integration with existing systems. In addition, owing to hardware and 

software limitations in the manufactured AUV, the algorithm was not 
applied to this mission management technique.

In most of these existing studies, mission management systems have 
been developed with similar architectural structures, while the 
stability, efficiency, and scalability considering the performance of 
missions were emphasized. However, studies are being conducted on 
the use of USVs, where operators are allowed to intervene under 
certain conditions. In the case of AUVs, no external intervention is 
allowed during a mission, owing to the nature of the environment, 
making application and verification in an actual system difficult. In 
addition, as the demand for performing various missions increases, the 
AUV system is gradually becoming more complex, highlighting the 
significance of a relevant mission management technique. 

In this study, we propose a mission management technique for the 
underwater docking of an AUV using multiple sensors. The proposed 
algorithm was applied to an AUV equipped with multiple guidance 
and inertial sensors to verify the operational performance on land and 
in an actual sea environment. The unmanned vehicle is operated with a 
single thruster and four control panels, and has the characteristics of a 
non-holonomic system (Kim et al., 2018). In the proposed mission 
management technique, the feasible initial area (FIA) level, event 
level, and global path (GP) command were defined to reflect the 
operating environment and docking scenarios of the AUV. To 
effectively utilize the multiple sensors and increase the docking 
success rate, the FIA level was defined in three stages considering the 
characteristics of the AUV and mounted sensors. In addition, the event 
level was specified based on the hardware and mission performance 
status of the AUV to ensure the stability in the mission performance of 
the AUV. Finally, the behavior of the AUV, depending on the 
situation, was defined by the GP command to allow autonomous 
responses to various situations that could occur during docking. 
Experiments were conducted on land and in the actual sea environment 
to verify the developed algorithm and confirm adequate operation 
based on the situation. 

In Section 2 of this paper, the AUV and docking station used to 
validate the performance of the mission management technique are 
described. In Sections 3 and 4, the proposed mission management 
technique and performance verification experiments are described. 
Finally, the conclusions are summarized in Section 5.

2. Test-bed System

2.1 AUV and Docking Station
An AUV and a docking station were constructed, as shown in Figs. 1 

and 2, to verify the performance of the underwater docking technique. 
The AUV is designed in the shape of a torpedo and consists of a bow, 
hull, and stern. The bow is equipped with guidance sensors, such as an 
inverted ultrashort baseline (iUSBL) transponder and forward-looking 
sonar (FLS), as well as navigation sensors, such as an inertial 
measurement unit (IMU), Doppler velocity log (DVL), and digital 
compass (DCS). The hull houses an electric unit, a battery, 
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Fig. 1 Test-bed AUV

Fig. 2 Docking station

communication equipment, among other components, while the stern 
houses a driving unit, including one thruster and four rudders. The 
AUV has the characteristics of an underactuated system, i.e., a 
non-holonomic system that must implement six degrees of freedom 
using a forward-direction thrust and pitch and yaw motion controls, 
requiring a terminal guidance control technique, and relative distance 
and direction estimation technique (Li and Lee, 2009). The docking 
station is a device capable of charging a battery and backing up data by 
docking the AUV and is shaped like a cone with unidirectional access. 
The docking station consists of a platform, power system, control unit, 
and guidance unit. An acoustic Doppler current profiler (ADCP) is 
installed on the platform to measure the direction of currents. The 
control unit can control the azimuth and altitude of the platform, and 
the guidance unit, including an optical guidance device and iUSBL 
transceiver, is installed in the docking cone where the AUV is 
received. Using this setup, the attitude of the docking station was 
corrected based on the seabed terrain, with the direction of the docking 
cone entrance adjusted to the direction of the current flowing to 
improve battery operation efficiency and docking success rate of the 
AUV (Kim, 2019).

2.2 AUV Navigation and Control
As mentioned above, underwater docking is an essential technology 

to overcome the limitations of the AUV in battery capacity and 
underwater communication. Implementing this technology requires (1) 
estimating the relative distance and direction between the AUV and 

docking station by combining the data from multiple sensors mounted 
on the AUV, (2) high-precision AUV terminal guidance control, and 
(3) docking mission management. 

Hybrid underwater navigation estimates the accurate attitude of an 
AUV, with a Kalman filter constructed with navigation sensors to 
estimate IMU, DVL, and DCS, and the linear velocity, linear 
acceleration, and angular velocity of the AUV. In addition, a 
mechanical model is built using the AUV's altitude information, and 
the location and altitude of the AUV in navigation coordinates are 
estimated by integrating the linear velocity, linear acceleration, and 
angular velocity (Choo et al., 2020). Based on the estimated location 
and altitude information of the AUV, the relative distance and direction 
to the docking station with its location inputted in advance are 
estimated. A robust trajectory estimation control technique is used for 
precise terminal guidance control of AUV. The AUV used in the 
experiment has nonlinear dynamics combining rigid body dynamics 
and hydrodynamics. With the AUV's underactuated system, it is 
difficult to directly control all state variables, with restrictions between 
the state variables. In addition, disturbances, such as currents, on both 
sides of the AUV affect the uncontrollable state variables. Therefore, 
an attempt has been made to estimate and compensate for the nonlinear 
dynamics of the AUV using the time delay estimation technique and to 
overcome the characteristics of the underactuated system through the 
design of reference error dynamics (Cho et al., 2020b). The docking 
mission management technique is described in detail in the following 
section.

3. Mission Management Technique Design

3.1 Problem Statement
The AUV must perform underwater docking missions in the absence 

of external monitoring and intervention. In previous studies, USVs 
were used to perform specific missions, such as port monitoring and 
reconnaissance, assuming that an operator was present to monitor the 
performance of missions and the status of the USVs. Decisions 
regarding the selection of missions and methods were made by the 
algorithm, but the operator was allowed to intervene in emergency 
situations, such as damage. However, in the case of the AUV, 
communication with the outside is limited, with external intervention 
not allowed during the mission, owing to the nature of the underwater 
environment. In addition, because the experimental environment is 
poor, verifying the performance in an actual sea environment is 
challenging, making it necessary to prepare for emergency situations, 
such as the loss of the AUV.

As the guidance accuracy of the AUV increases, multiple guidance 
and navigation sensors must be adequately managed and utilized. In 
contrast to other general missions, such as exploration, docking 
missions require precise location estimation and maneuver, with the 
AUV equipped with multiple guidance and navigation sensors. 
Moreover, several detection sensors are installed to check for water 
leaks and other conditions inside the AUV. Based on these data, the 
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AUV and mission status should be monitored, guiding the AUV based 
on the situation. However, considering the vast amount of information 
to manage with an interrelated structure, it is difficult to respond 
appropriately to changes, such as system expansion or mission 
addition, by simply implementing the mission management concept 
through integrated software; the docking success rate decreases 
without appropriate management of the situation. In addition, 
considering the characteristics of each guidance sensor, the operating 
distance and resolution for optimal performance vary, which requires 
adequate management.

To address these problems, a mission management technique was 
implemented in this study by analyzing the operating environment and 
docking scenarios of the AUV and the characteristics of each guidance 
and inertial navigation sensor. The FIA level was defined in 
consideration of the characteristics of the AUV and mounted sensors, 
and the docking success rate was improved by effectively utilizing 
multiple sensors. The stability in the mission performance of the AUV 
was ensured by specifying the event level according to the AUV 
hardware and mission status. In addition, the behavior of the AUV was 
defined by the GP command to allow autonomous responses to various 
situations that could occur during docking.

3.2 Design
In this study, to implement the mission management technique for 

docking, the operating environment and docking scenarios of the AUV 
and characteristics of the navigation and guidance sensors were analyzed 
and classified by the FIA level, event level, and GP command. Figs. 3 and 
4 show the normal or abnormal scenarios for docking the AUV. The 
AUV, which performs a specific mission, begins docking at the docking 
station or travels to an assigned point when an abnormal situation occurs, 
such as a missed waypoint or an abnormality in the state of the AUV, to 
terminate the mission or re-attempt docking.

3.2.1 FIA level
As shown in Fig. 3, the docking process of the AUV was divided 

into FIA stages 1 to 3. The relative distance for each stage was defined 
to reflect the characteristics and operating distance of the mounted 
guidance and inertial sensors. Based on the non-holonomic 
characteristics of the AUV, its attitude at the time of entering each 
stage was defined to increase the underwater docking success rate As 
shown in Fig. 4, when the AUV cannot enter a stage owing to currents, 
it returns to the assigned point and reattempts docking. When 
enteringFIA 2, the relative distance and azimuth between the AUV and 

Fig. 3 Docking scenario of AUV (normal case)

Fig. 4 Docking scenario of AUV (abnormal case)
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Table 1 Definition of FIA Level up condition

Level Level up condition

FIA 1 → FIA 2
<= 100 m, dist AUV-DS
< 10 deg, ang AUV-DS

Same depth with DS

FIA 2 → FIA 3
<= 15 m, dist AUV-DS
< 5 deg, ang AUV-DS
Same depth with DS

docking station must be 100 m and 10° or less, respectively, and the 
water depth must be the same. When entering FIA 3, the relative 
distance and azimuth must be 15 m and 5° or less, respectively, and the 
water depth must be the same. In the FIA 2 and 3 stages, the docking 
success rate is calculated at each sampling time to determine whether 
to attempt docking. When the success rate is calculated to be less than 
80%, the AUV returns to the assigned point and reattempts docking. 
Table 1 lists the entry conditions for each stage.

In FIA stage 1, the AUV terminates its mission at a certain location 
and starts homing to a pre-specified docking station. For the approach to 
the docking station, the AUV estimates the location using sensors, such 
as the inertial navigation system (INS), ultrashort baseline (USBL), and 
underwater acoustic modem (ATM), while control and navigation 
errors are allowed at a certain level. In FIA stage 2, the AUV approaches 
the docking station closely using the installed guidance sensors to 
confirm the exact location of the docking station and maintain the 
accurate navigation performance for increased control precision. The 
docking station is detected by FLS mounted on the AUV at the relative 
distance of approximately 100 m, with the relative distance and azimuth 
estimated and corrected using iUSBL at approximately 30 m for the 
approach to the docking station. In FIA stage 3, the AUV attempts to 
dock at the docking station, requiring accurate navigation performance 
and precise control performance. The relative distance and azimuth 
between the AUV and docking station are accurately estimated and 
guided using precise guidance sensors, such as an optical guidance 
device and acoustic camera mounted on the docking station. The final 
call for docking is made using a camera and docking switch installed on 
the docking station. The sensors used in each stage are turned on/off to 
minimize the power consumption of the AUV.

3.2.2 Event level
The status of the AUV and mission performance were checked 

constantly during docking to ensure the safety of the AUV and increase 
the docking success rate. As listed in Table 2, the event level was 
defined to determine the point of return or homing in an abnormal 
situation, as shown in Fig. 4. Depending on the degree of damage, the 
priority was specified in the order of “deadly damage,” “damage,” 
“return,” and “keep going.” “Deadly damage” is a stage where a 
mission becomes impossible owing to damage to the thruster or major 
sensors, and the entire system stops and floats with its own buoyancy. A 
temporary safety function was added for the stability of the experiment, 
which prevented the AUV from diving into deep water owing to 
malfunction of the algorithm under development, rolled the AUV from 
the experiment support ship for a forced roll limit, and allowed the 
AUV to terminate the mission and float with its own buoyancy after a 
certain operation time to prevent its loss. “Damage” is a stage where the 
AUV can be operated temporarily but must be moved quickly to an 
assigned point owing to problems such as leaks. The AUV is moved 
from the current location to the surface or start point over the shortest 
distance to prevent accidents, such as the loss of the AUV. “Return” is 
when the AUV is rebooted or returned to the previous waypoint because 
the arrival conditions for each FIA level or waypoint are not satisfied. 
The number of attempts to return is set to one, which can be adjusted 
depending on the situation. “Keep going” is a stage in which all 
conditions of the AUV are acceptable, and the mission continues. A 
path is generated at the start of the docking mission; once a waypoint is 
reached, the next waypoint is updated. The GP command called at each 
event level is described in the following section. 

A waypoint is considered to have been reached when Eq. (1) is 
satisfied. The distance between the AUV and current waypoint 
(), the distance between the AUV location and 
previous waypoint (), and distance between the 
current waypoint and previous waypoint () are 
calculated using the Euclidean norm.   indicates the AUV 
arrival radius defined at each waypoint, which can be flexibly adjusted 
based on the given path. The AUV is considered to have reached the 
waypoint when   is greater than  , 
whereas the AUV is considered to have gone past the waypoint when 
  is greater than  . 

Definition Level Situation Reaction

Deadly demage Event 0
Hardware demage (actuator, equipment, etc)

Finish docking mission
Operation time, roll angle, depth excess

Demage Event 1
Water leak, collision Move to surface point

Low battery Move to start point

Return
Event 2 Actuator, sensor error Init waypoint

Event 3 Missing waypoint and FIA level, failure docking 
and FIA3 entry try Move to assigned point

Keep going Event 4 Good condition Keep going, Change waypoint ID,
Generate waypoint

Table 2 Definition of Event level
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

   ≤  
   

  ∥
 ∥

  ∥
    ∥

  ∥     ∥

(1)

3.2.3 GP command
Based on the state of the FIA and event levels, the behavior of the 

AUV was defined as listed in Table 3. Several situations that may 
occur during underwater docking missions were predefined, allowing 

Table 3 Definition of GP command

GP 
command Behavior

0 AUV initialization, keep moving
1 Stop the mission
2 Update waypoint
3 Generation of waypoint
4 Initialization of waypoint

5 Go to the surface directly with max RPM and 
stern angle

6 Go to the start point
7 Go to the start waypoint of FIA1
8 Go to the start waypoint of FIA2
9 Go to the start waypoint of FIA3

Fig. 5 Diagram of mission management

the AUV to respond to each situation according to a consistent set of 
rules. GP 0 is called when there is no problem during docking, GP 2 is 
called when the target position is reached during the mission, and GP 1 
is called at the end of the mission. GP 3 and GP 4 are called when a 
new waypoint is generated and updated, respectively, while GP 5–9 
are called when the AUV must move to an assigned point. A new 
return point or state can be defined additionally.

Fig. 5 shows the diagram of the mission management algorithm. The 
state of the AUV is updated, with the FIA level checked at every 
moment. In addition, the status of the AUV and mission performance 
are confirmed, and the corresponding GP command is called. The 
mission continues when GP 0, 2, 3, 4, 7, 8, or 9 is called. Finally, the 
mission is terminated upon successful docking.

4. Experimental Studies 

Experiments were conducted on land and in the actual sea 
environment to verify the mission management algorithm. Algorithm 
stability was pre-verified by simulating the sea environment on land to 
minimize the risk of loss or collision that could occur in the actual sea 
environment and verify the interconnection between the algorithms. 
For the convenience of the experiment in the sea environment, a 
simple docking station was installed to conduct the underwater 
docking experiment. The simple docking station simplifies the system 
based on the experimental environment, consisting only a docking 
cone and frame that holds the docking cone, making the system 
lightweight for easy installation and recovery.

4.1 Ground Test
An experiment was conducted on land to verify the performance and 

interconnection stability of the mission management algorithm in a 
land environment where the safety of the AUV would be guaranteed. 
The results of the operational decisions according to the relative 
distance between the AUV and docking station and the occurrence of 
abnormal situations were confirmed. In the experimental method, the 
AUV was fixed on a trolley and manually moved along seven 
arbitrarily determined waypoints in a straight line, as shown in Fig. 6, 
to simulate a normal and an abnormal movement situation (an 
unreached waypoint). The location of the AUV was updated using 
GPS instead of INS. 

Fig. 6 Field experiment site and its method
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Fig. 7 Operation console for normal state

Fig. 8 Waypoint and GP command 

Fig. 7 shows the operation console used to confirm the set waypoints 
and path of the AUV movement. The figure shows that the AUV was 
moved appropriately along the preset path. The distance at each FIA 
stage was adjusted to 30 m owing to the limited test environment. The 
operation console is a system for controlling the AUV, where 
parameters, such as the movement path and control of the AUV, can 
bespecified, and the status can be monitored.

Fig. 8 shows the waypoint ID and GP command based on the 
distance. As the AUV passes each waypoint, GP 2 is called, and the 

Fig. 9 Sensor activation depending on FIA and range

Fig. 10 Event level and error ID

Fig. 11 Operation console for abnormal state

waypoint ID is updated. Once the last waypoint is reached, GP 1 is 
called, and the mission is terminated. Fig. 9 shows that each sensor is 
turned on/off depending on the FIA level and relative distance. Fig. 10 
shows the event level and error ID. DeliberateAlarm and HardwareErr 
correspond to the “deadly damage” stage of the event level, and 
EmergencyErr refers to the “damage” and “return” stages. Considering 
the AUV is operating normally along the specified path, Event 4 is 
called until the mission is completed.

Fig. 11 shows the result of simulating the abnormal state in which 

Fig. 12 Waypoint and GP command
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Fig. 13 Event level and error ID

the AUV does not pass a set waypoint. As shown in Fig. 12, because 
waypoint #4 is not reached, the waypoint ID is maintained at 4. The 
algorithm determines that the AUV has missed waypoint #4 and calls 
GP 5. As shown in Fig. 13, the errorID for an unreached waypoint 
(emergencyErr) is triggered, and Event 3 is called. The algorithm was 
partially modified later to allow the AUV to float to the surface if a 
waypoint was not reached to prevent the loss of the AUV in the 
subsequent underwater experiment.

As a result of testing the mission management algorithm on land, the 
adequate interconnection of the algorithm with the other algorithms 
was confirmed, with the FIA level, event level, and GP command 
accurately determined based on the situation.

4.2 Sea Test
After verifying the performance of interconnection with the internal 

software of the AUV and the basic operational performance on land, 
an experiment was conducted in the actual sea environment, as shown 
in Fig. 14, to verify the docking performance of the AUV. To prevent 
the loss of the AUV, the AUV was attached to fishing lines, followed 
by the experiment support ship.

Fig. 14 Real sea experiment site

Fig. 15 Waypoint and trajectory of AUV

(a)

(b)
Fig. 16 Distance between AUV and docking station

As shown in Fig. 15, five waypoints in the shape of a square, 
excluding the start point, were considered as the waypoints for the 
AUV. The AUV arrived at the final location without deviating or 
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Fig. 17 GP command

Fig. 18 Event level

missing a waypoint. Eq. (1) was used to determine the arrival at each 
waypoint, and , which refers to the arrival radius at each waypoint, 
  was separately defined. Waypoint#1 to waypoint#4 were 
set to 10 m to consider the operating conditions, such as the AUV's 
rotation radius and movement stability, and end waypoint was set to 
0.2 m to consider the size of the docking cone as the final docking 
point.

Subsequent to the input of the preset initial value shown in Fig. 16 
(a), the FIA level was observed to be properly managed according to 
the distance between the AUV and final waypoint (docking station), as 
shown in Fig. 16 (b). The AUV entered the 30 m radius in 185.6 s, with 
the FIA level was changed to FIA 2. When the AUV entered the 15 m 
radius at 195.6 s, the FIA level was changed to FIA 3. Fig. 17 shows 
the adequate management of the GP command as the AUV passed 
through the specified waypoints. The change of the waypoints and the 
normal operation were confirmed until 205.5 s, with the arrival at the 
last waypoint confirmed at 205.6 s. At 205.7 s, the mission complete 
GP command was called. Fig. 18 shows that the event level was 
properly managed during the docking mission. After setting the initial 
value, the normal state of the AUV was maintained.

As a result of testing the mission management algorithm in the 
actual sea environment, it was confirmed that the FIA level, event 
level, and GP command were accurately determined based on the 
situation. In the actual sea experiment, the abnormal state was not 
tested owing to safety issues of the AUV.

When the adequate operation of the mission management algorithm 
was confirmed, five differently shaped paths were each attempted 
twice with a total of 10 docking attempts (Fig. 19). As a result, docking 
was successful in all the attempts, achieving a success rate of 100%.

1st docking try (success)

2nd docking try (success)
Fig. 19 Docking try



3rd docking try (success)

4th docking try (success)

5th docking try (success)

6th docking try (success)

7th docking try (success)
Fig. 19 Docking try (Continuation)
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5. Conclusions

While AUVs must perform missions without external intervention 
given the constraints of the operating environment, USVs have been 
used in previous studies to allow operators to intervene under limited 
conditions. In addition, considering the nature of docking missions 
that require precise location estimation and maneuver, AUVs are 
equipped with multiple guidance and navigation sensors and state 
detection sensors, making the hardware and software structures of the 
AUVs complex, in contrast to those of conventional AUVs. The AI 
planner was not used in the mission management technique in this 
study because it would involve several constraints for the application 
in the AUV used in the experiment. In this study, a mission 
management technique was introduced to efficiently utilize and 
manage various sensors to perform docking missions without external 
intervention. The proposed technique defined the FIA level, event 
level, and GP command by reflecting the operating environment and 
docking scenarios of the AUV. The different sensors were effectively 

utilized, and the docking success rate was increased by defining the 
FIA level based on the characteristics of the AUV and mounted 
sensors. In addition, the event level was specified based on the 
hardware and mission status of the AUV to ensure stability in the 
mission performance of the AUV. Finally, it was possible to 
autonomously respond to various situations that could occur during 
docking by defining the behavior of the AUV with the GP command 
based on the situation. The adequate operation of the proposed 
algorithm was verified on land and in a real sea environment. In 
addition, by achieving a docking success rate of 100% (10 out of 10 
attempts) in the sea environment, the problem of low docking success 
rates observed in previous studies was addressed, while the operability 
in an actual sea environment was demonstrated. However, given the 
safety issues of the AUV, certain situations were excluded and not 
verified experimentally. We plan to supplement the algorithm and 
verify the stability of the mission management algorithm under 
various conditions through additional experimental scenarios by 
February 2022.

8th docking try (success)

9th docking try (success)

10th docking try (success)
Fig. 19 Docking try (Continuation)
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1. Introduction

Humans have attempted to understand various phenomena that occur 
in the sea many years ago. However, these phenomena are difficult to 
elucidate even after several centuries because of complex interactions 
involving physical, chemical, and biological processes (Dawarakish et 
al., 2013). Hence, various methods have been formulated through 
statistical analysis, spectrum analysis, time series analysis, empirical 
formulas based on mathematical model experiments, and other 
mathematical and physical analyses. However, the derivation of 
accurate results is limited owing to the complex interrelationships 
among numerous parameters in nature (Goldstein et al., 2019).

As we enter the era of the Fourth Industrial Revolution, machine 
learning (ML) models that identify and predict statistical structures 
from input and output data using computers to solve numerous 
engineering problems in the natural world are garnering significant 
attention. ML, a field of artificial intelligence (AI), is an inductive 
method that identifies rules through learning using data and results, 
instead of using a conventional program method that derives results 
from rules and data. ML techniques can easily solve complex 
engineering problems and enable the regression analysis of nonlinear 

relationships. ML demonstrates clear advantages over other 
conventional regression methods because it adopts a specific algorithm 
that can learn from the input data and provides accurate results via the 
output (Salehi and Burgueño, 2018). ML-based predictive models 
include various algorithms such as neural networks, decision trees, 
support vector machines (SVM), and gradient boosting (GBR). In 
coastal engineering, studies based on ML-based algorithms are 
increasingly conducted to predict wave formation, wave breaking, tidal 
changes, hydraulic properties around structures, and changes in beach 
profiles (Deo and Jagdale, 2003; Panizzo and Briganti, 2007; Kankal 
and Yuksek, 2012). 

This paper introduces ML models and reviews various studies that 
predict significant parameters in coastal engineering such as waves, 
wave breaking, hydraulic properties around structures, and beach 
profile changes. This paper focuses on regression analysis studies that 
involve continuous variables for parameters during the supervised 
learning of ML models, whereas studies pertaining to classification 
involving categorical variables are omitted. Furthermore, the basic 
concepts and basic contents of various ML models are introduced, and 
the technological trends and application examples of ML models in the 
coastal engineering field are described.
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quantifiable evaluations of uncertainty should be considered. 
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2. Machine Learning Model

As we enter the era of the Fourth Industrial Revolution, interest in AI 
and ML is increasing. ML, which is a field of AI, trains computers 
human thinking and cognition methods such that the computers can 
perform recognition and inference on their own without preset 
judgment criteria for all variables. General ML algorithms include 
supervised learning, unsupervised learning, and reinforcement 
learning (Fig. 1). Two supervised learning models exist: regression and 
classification. Data classification and prediction are determined based 
on the characteristics of both the input and dependent variables. 
Representative supervised learning algorithms include artificial neural 
network (ANN), SVM, and random forest (RF). Unsupervised learning 
is a method of predicting results for new data by clustering patterns or 
features from unlabeled data. It is primarily used for clustering and 
dimensionality reduction, e.g., k-means clustering and principal 
component analysis. This paper focuses on the application cases of 
coastal and marine engineering for supervised learning among ML 
algorithms.

2.1 Linear Regression (LR) Model
The LR model uses linear parameters and offers easy and quick 

analyses. The LR model was developed more than a century ago and has 
been widely used over the past few decades. However, it yields low 
accuracy results for data that exhibit nonlinear relationships. LR 
generates a regression model using one or more features and obtains 
parameters  and  that minimize the mean squared error (MSE) 
between the experimental value () and predicted value () (Eqs. (1)‒(2)).

 ×  ×× (1)

  



  






 (2)

2.1.1 Lasso regression
In some cases, the conventional LR method results in overfitting, 

i.e., the predictive performance is unsatisfactory when new data are 
provided. Hence, lasso regression was developed, which limits models 
by force using the L1 regulation, as follows (Eq. (3)):

    



  









  



 (3)

where  is the number of weights, and  is the  parameter. This 
equation obtains w and b that minimize the sum of the  and 
.

2.1.2 Ridge regression
Ridge regression is a model in which the L2 regulation term is added 

to solve the overfitting problem of the LR model. This model not only 
fits the data of the learning algorithm, but also ensures that the weights 
of the model are minimized (Eq. (4)).

    



  











  




 (4)

The difference between lasso regression and ridge regression is that 
the weights are zero in lasso, whereas in ridge, the weights are 
approximately zero but not exactly zero. Hence, the lasso regression 
offers high accuracy only if some of the input variables are important, 
whereas the accuracy of the ridge model will be high if the importance 
of the input variables is similar in general.

2.2 ANN
An ANN is an information processing structure in the form of a 

network modeled based on the human nervous system, where simple 
functional processors are interconnected on a large scale. The 

Fig. 1 Machine learning algorithms (Liu et al., 2021)
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perceptron, which is the basis of deep learning, is a structure designed 
to deliver information based on a threshold by issuing a weighting 
signal for input values through the imitation of neuron behaviors in 
brain cells. Fig. 2 shows the structure of a neural network. A neural 
network comprises an input layer, a hidden layer, and an output layer, 
and its nodes are interconnected by weights. In an ANN, the values are 
transmitted from the input layer to all nodes of the hidden layer in a 
feedforward method. Moreover, the output values of all nodes of the 
hidden layer are transmitted to all nodes via the coupling and activation 
functions. Learning proceeds by redistributing weights between 
neurons through the backpropagation algorithm such that they 
converge in a direction in which the errors are reduced to minimize the 
difference between the predicted and experimental values.

In the data processing process of the neural network, each node 
multiplies the input value by a weight and then passes the output value 
through the activation function to the next node to output the result, as 
expressed in Eq. (5). 

  
  



  (5)

where  is the weight,  the bias, and  the input value.
The activation function renders the neural network nonlinear and 

enables a nonlinear analysis of the result calculated from the coupling 
function via the calculation of the activation function, which is a 
nonlinear function. Furthermore, the activation function is key for 
adjusting the gradient during activation training. Various activation 
functions are used in neural networks, including the linear, sigmoid, 
tanh, exponential, softmax, rectified linear unit (ReLU), ELU　

(Exponential Linear Unit), and SELU(Scaled Exponential Linear Unit) 
functions.

2.3 SVM
The SVM was introduced by Boser et al. (1992), who were inspired 

by the concept of statistical learning theory. SVM regression performs 
training to include the maximum amount of data within the specified 
margin error limit line. The limit line adjusts the width of the margin 
based on the hyperparameter. Here, the margin implies the distance 
between the grain boundary and support vector. The procedure of 
applying the SVM to the regression problem is as follows (Eqs. (6)–
(7)). First, the dataset for training is distinguished.







 ∈ ∈  (6)

where  is the input variable,  the output variable,   the 
n-dimensional vector space, and   the one-dimensional vector space. 

(a)

(b)

Fig. 2 Artificial neural network: (a) Neural network diagram of element; (b) typical layout of neural network
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The loss function of ∈  can be expressed as follows:


    For   or 

   (7)

Based on the equation above, if the predicted value is within the 
expected range, then the loss function is 0; if the predicted value is 
outside the expected range, then the loss function of ∈  is 
defined such that the loss is equal to the absolute value of the standard 
deviation minus ε. The main purpose of the vector machine is to 
provide the deviation of ε in the actual output value and to obtain a 
uniform function .

Finally,  can be expressed as follows (Eqs. (8)‒(9)):

  
  






 (8)

 exp

∥
∥

 (9)

where   and 
  are Lagrangian coefficients, and  represents 

the kernel function. In general, homogeneous polynomials, polynomial 
kernels, Gaussian radial basis functions, and hyperbolic tangent 
functions are used as the kernel function. 

2.4 Gaussian Process Regression (GPR)
The Gaussian process regression (GPR) model is a probability 

model based on nonparameteric kernels. The Gaussian process  is 
a set of random variables  in the range of    ∈, where 
a finite number of randomly selected variables,     , 
among them exhibits a combined Gaussian density (Na et al., 2017). 
The GPR model for the new input vector (≠  ) and training data 
predicts ≠  . The linear regression model is expressed as follows:

  ⊤ (10)

where  ∼  , and the error variance () and coefficient () are 
calculated based on data. The GPR model describes predictions by 
introducing potential variables in the Gaussian process 

, 
     and the explicit basic function . The covariance 
function of the hidden variable provides flexibility to the response, and 
the basic function transmits the input of  to the -dimensional feature 
space. The Gaussian process is a random variable set that comprises a 
finite number of Gauss distributions. If  ∈ is a Gaussian 
process and   contains the observed values    , then the 
random variables 


 

 exhibits a Gaussian 
distribution. The Gaussian process is defined by the mean function 
() and covariance function (′). 

   (11)

 ′  ′′ (12)

∼ ′ (13)

⊤ (14)

Here,  is a basic function set that transmits the existing feature 
vector  of   to the new feature vector . 




 
∼


⊤

   (15)

Therefore, the GPR model can be represented as a probabilistic 
model as in Eq. (15), and the hidden variable 

 is introduced to 
observe each   (Koo et al., 2016).

2.5 Ensemble Method
The ensemble method is developed to improve the performance of 

the classification and regression tree. It generates an accurate 
prediction model by creating several classifiers and combining their 
predictions. In other words, it is a method of deriving a high-accuracy 
prediction model by combining several weak classifier models, instead 
of using a single strong model.

The ensemble models can be primarily categorized into bagging and 
boosting models. Bagging is a method of reducing variance using the 
averaging or voting method on the results predicted using various 
models, whereas boosting is a method of creating strong classifiers by 
combining weak classifiers.

2.5.1 RF
RF is a method of improving the large variance of the decision tree 

and the large performance fluctuation range. It combines the concept 
and properties of bagging with randomized node optimization to 
overcome the disadvantages of existing decision trees and improves 
generalization. The process of extracting bootstrap samples and 
generating a decision tree for each bootstrap sample is similar to 
bagging. However, it is different from the conventional decision tree in 
that a method of randomly extracting predictors and creating an 
optimal split within the extracted variables is used instead of selecting 
the optimal split within all predictors for each node (Kim et al., 2020). 
In other words, RF combines the randomization of predictors while 
determining slightly different training data through bootstrap to obtain 
maximum randomness. Hence, several low-importance learners are 
created. The important hyperparameters used in an RF include 
max_features, bootstrap, and n_estimator. The max_features 
parameter refers to the maximum number of features to be used in each 
node. The bootstrap allows redundancy in data sampling conditions for 
each classification model. The n_estimator refers to the number of 
trees to be created in the model (Kim and Kim, 2020).

2.5.2 Boosting method
Boosting is a technique for creating a strong classifier from a few 
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weak classifiers. It is a model created by boosting weights on data at 
the boundary. The adaptive boosting (AdaBoost) algorithm is the most 
typically and widely used algorithm among ensemble learning 
methods. Specifically, it is one of the boosting series in ensemble 
learning. In AdaBoost, after a weak classifier is generated using the 
initial training data, the distribution of the training data is adjusted 
based on the prediction performance afforded by the training of the 
weak classifier. The weight of the training sample with low prediction 
accuracy is increased using the information received from the classifier 
in the previous stage. In other words, the training accuracy is improved 
by adaptively changing the weights of samples with low prediction 
accuracy in the previous classifier. Finally, a strong classifier with 
slightly better performance is created by combining these weak 
classifiers with low prediction performance. GBR is a method of 
sequentially adding multiple models such as the AdaBoost model. The 
most significant difference between the two algorithms is the method 
by which they recognize weak classifiers. AdaBoost recognizes values 
that are more difficult to classify by weighting them. By contrast, GBR 
uses a loss function to classify errors. In other words, the loss function 
is an index that can evaluate the performance of the model in learning 
specific data, and the model result can be interpreted based on the loss 
function used.

AdaBoost can be used for both classification and regression. In 
general, when a regression problem is considered, the training data set 
can be expressed as follows:

  
  

 
  (16)

where 
   is the th sample of the training dataset,  

the total number of samples,   the input data vector value, and   the 
output data value.

Next, we can train a weak classifier  using a specific learning 
algorithm, and the relative prediction error   of each sample is 
expressed as follows:


 

 
 (17)

where ∙ is the loss function. In general, three options are available: 
linear loss, square loss, and exponential loss. For a simple explanation, 
the linear loss is applied as follows:




    (18)

where   max


is the maximum absolute error of all 
samples.

The performance of one weak classifier will inevitably be 
unsatisfactory. Hence, the objective of AdaBoost is to sequentially 
generate weak classifiers    , and then combine them. 
A strong classifier  is composed of a few combination strategies. 
For regression analysis, the combination is expressed as follows:

 
  



ln

  (19)

where   is the weight of the weak classifier (
),  is the 

median of all  ,  = 1,2,...,, and ∈  is used as a 
regulatory factor or to prevent overfitting. Both the weak classifier 
(

) and weight   are generated using the modified value of the 
existing learning data. As such, the distribution weight of each sample 
is adjusted based on the error predicted by the previous weak classifier 
(   ). Incorrectly predicted samples are repeatedly trained by 
increasing the weight such that they will be prioritized in the next 
learning process. During the iteration of  = 1,2,...,, the weak 
classifier () and relative prediction error   are calculated using 
Eq. (19). Subsequently, the total error rate   is expressed as follows 
(Eq. (20)):

  
  



 (20)

Furthermore, the weight   of the weak classifier can be represented 
as follows (Eq. (21)):




 (21)

Finally, for the next step learning, the weight distribution of each 
sample (   ) is updated again as follows (Eq. (22)):

  



  





  



  

(22)

Between the two types of weights (
 ) defined above, the first 

() involves training the data sample and is used to enable better 
training in the next step after the weight of the incorrectly predicted 
sample is increased. The second () implies a weak classifier and is 
used to such that a more accurate weak classification will impose a 
greater effect on the final result. AdaBoost provides a stronger 
framework than specific learning algorithms because it does not 
provide a specific form of the weak classifier . Theoretically, 
every type of ML regression algorithm can be used as a weak classifier 
in AdaBoost. 

3. Application of ML in Coastal and 
Marine Engineering Field

3.1 Wave Prediction
Accurate wave estimations can be applied to coastal engineering, 

marine transportation, and leisure sports. For example, the 
transportation route can be optimized by reducing the transportation 
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time through accurate wave information prediction, which can provide 
accurate prediction information regarding the generation of wave 
energy. Furthermore, useful information can be provided to surfers in a 
surf zone by providing wave information at a coast. Significant wave 
height is an important parameter in coastal port structure design and 
construction. Most physics-based models are applied to estimate such 
wave information. However, wave estimation studies based on ML 
models have increased recently (Deo and Naidu, 1999; Balas et al., 
2004; Mahjoobi et al., 2008; Shahabi et al., 2016; Oh and Suh, 2018; 
Garcia et al., 2021).

James et al. (2018) developed an ML model to predict the 
characteristics of wave distributions. Data were generated via a few 
thousand rounds of iterative learning using a physics-based model 
known as the simulating waves nearshore (SWAN) model. 
Furthermore, a model for predicting the significant wave height and 
peak period using a multilayer perceptron and an SVM was proposed. 
A total of 741 input variables were applied considering the wave 
conditions at the interface ( ,  ,  ), flow distribution within the 
grid (,), wind speed, and wind direction. Meanwhile, 11,078 data 
points were used for training, where two output variables (i.e., the 
significant wave height and peak period) calculated using the SWAN 
model were applied (Table A1). The result shows that the ML model 
reproduced more than 90% of the wave characteristics of the 
physics-based model, with an MSE of 9 cm. Moreover, the 
computation time is shorter compared with that afforded by the SWAN 
model; therefore, it is expected to be a promising alternative to the 
physics-based model. Fig. 3 shows a heat map presenting the 
difference (∆) between the value predicted by the representative ML 
model and the value calculated using the SWAN model for the result of 
the ML model based on data derived from the calculations of 11,078 
cases using the SWAN model. The image on the left shows the result of 

underestimating the significant wave height to a maximum of 15 cm 
near the bay, although the RMSE is 6 cm. However, the image on the 
right indicates an RMSE of 14 cm, although the error near the bay is 
smaller, and a clear location-based trend is not shown. Although 
statistical values such as the RMSE are important, the reliability of the 
model may differ by the application purpose. Therefore, the accuracy 
should be further improved through additional data analysis.

Shamshirband et al. (2020) constructed three ML models, i.e., the 
ANN, support vector regression (SVR), and the extreme learning 
machine (ELM) for wave height estimation and compared their 
performances with the results of the SWAN model. The input variable 
applied to the ML models was the near-surface wind speed, and the 
output variable was the significant wave height measured at the 
Bushehr and Assulayeh Ports of the Persian Bay. These variables were 
applied to training. The prediction performance of the ELM model was 
excellent, and the ML-based model of the Bushehr Port was reliable. 
However, for the Assaluyeh Port, the prediction accuracy for the 
significant wave height was low, and a correction was performed to 
improve the efficiency. Furthermore, the result of the ML model 
underestimated the extreme values. Hence, accurate input values and 
data preprocessing technology are necessitated to improve the result. 
The results of the SWAN model underestimated the extreme wave 
height. Both models require improvement for predicting extreme wave 
conditions. The ML-based model can be implemented at a low 
computational cost without requiring the depth information. However, 
unlike the SWAN model, it requires a separate model to predict the 
wave height of locations other than the two points used for training.

Chen et al. (2021) proposed a new surrogate model developed using 
the RF method, which is an ML model, based on spatial wave data 
estimated using the SWAN numerical model. Twelve input variables 
were used for model training: the significant wave height ( ), mean 

Fig. 3 Figure from James et al. (2018), who used ANN and SVM to predict the significant wave height ( ) and wave period (). 
Differences between SWAN- and machine-learning-simulated   selected from 11,078 SWAN model simulations are shown. 
Image of wave height differences on the left shows local discrepancy trends (RMSE = 6 cm in this image), which are not 
evident in the figure on the right, which in fact has a higher RMSE (i.e., 14 cm). Nevertheless, the domain shows primarily 
near-zero RMSEs, with local deviations at locations closer to the shoreline, where secondary effects are the most prominent.
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wave direction ( ), period ( ), and peak period () at three 
buoys. For the output variable, the spatial wave information derived 
via SWAN calculation was used. The result of the ML model agreed 
better with the on-site buoy observation values than with the result of 
the SWAN model, and the computation time of the ML model was 100 
times shorter than that of the SWAN model.

Kim et al. (2010) calculated the expected damage of an inclined 
breakwater using an ANN. The ANN, which uses the tide level and 
deep-sea waves as input, was trained to predict shallow-sea significant 
waves. They proved that a high degree of expected damage can be 
estimated within a short duration by calculating the shallow sea waves.

Kang and Oh (2019) investigated the prediction of swell wave 
generation using the RF, logistic regression, the K-nearest neighbor 
algorithm, the ANN, and the SVM. Changes in the water temperature, 
atmospheric pressure, and tide level were confirmed as primary 
variables for predicting swell high waves. Furthermore, the RF model 
performed the best (prediction accuracy: 88.6%).

Park et al. (2020) estimated the significant wave height of an X-band 
radar using an ANN; this method was demonstrated to be superior over 
the conventional wave height observation method. The result of a 
comparative analysis based on Hujeong Beach in Uljin confirmed the 
high accuracy of the calculated significant wave height.

Lee et al. (2020) conducted a wave breaking prediction study using 
an open-source ML algorithm to quantitatively predict wave breaking 
on a coast. The prediction results for the wave breaking wave height 
and depth by their trained neural network showed better prediction 
performance compared with the results calculated using the 
conventional empirical formula.

3.2 Tide Level Prediction
Accurate predictions of the tide level are crucial because the tide 

level significantly affects navigation, leisure activities, and coastal 
ecosystems. Tides refer to the periodic ascent and descent of the 
Earth’s sea level due to tidal forces caused by the sun and moon. Thus, 
the tide level is an important parameter in terms of coastal engineering, 
maritime safety, and maritime activities. Various other factors such as 
the wind speed and atmospheric pressure must be considered in 
addition to the tide level. A harmonic analysis method in which many 
sine wave components are superimposed is generally used to predict 
the tide level; however, the effects of time-dependent factors are 
difficult to consider in this method. This paper introduces research 
cases that apply an ML model for tide level prediction in coastal and 
marine engineering.

The conventional harmonic decomposition method requires a 
significant amount of observational tidal data. Moreover, the 
parameters of the harmonic analysis model are estimated using the 
least-squares method based on data obtained for a long duration (i.e., 
more than 1 month). Lee (2004) constructed an ANN model using 
short-term measurements for tide level prediction and applied the 
cos   and sin  functions for 69 tidal components as input 
variables. Consequently, the primary components were determined 
based on two months’ worth of measurement data. A comparison 
between the ANN and harmonic analysis models showed improved 
accuracy by the ANN model. Moreover, when 15 d of observation data 
were applied to training, the model presented prediction results that 
were applicable for predicting the tide levels for 1 year.

These tidal changes involve complex processes that are affected by 
not only the movement of celestial bodies, but also by nonperiodic 
meteorological factors such as wind, atmospheric pressure, and water 
temperature. However, the effect of time-dependent factors cannot be 
considered using the conventional harmonic analysis method. 
Therefore, Li et al. (2018) developed a tide level prediction model 

Fig. 4 Figure from Granta and Nunno (2021), who used M5P, RF and ANN to predict tide level. Forecast of tide fluctuations with 5
h advance: comparison between ML-based and ARIMAX models.
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using the ELM to consider various nonlinear factors such as wind, air 
pressure, and water temperature. They presented results with higher 
accuracy and time efficiency than those yielded by conventional 
harmonic analysis models.

Granta and Nunno (2021) suggested a tide level prediction model 
using M5P, RF, and ANN algorithms (which are ML models). A total 
of 28 input variables were used in that study, including the 
astronomical tide (AT), wind speed (WS), barometric pressure (BP), 
and previously observed tide levels (   to  ) to construct a tide 
level prediction model. Fig. 4 shows the tide level prediction results 
using the three ML models and the ARIMAX regression analysis. The 
M5P model showed a high coefficient of determination of 0.924–
0.996. The result of sensitivity analysis showed high-level prediction 
results without considering meteorological factors (WS, BP), including 
for exceptionally high water levels. These results suggest that the 
training dataset can be continuously updated and applied to sea level 
fluctuations caused by climate change and subsidence.

3.3 Estimation of Design Variables
Several phenomena pertaining to wave–structure interactions exist, 

such as reflections in the structure, wave breaking on the slope and at 
the front, dissipation, wave runups and rundowns, transmitted waves, 
and overtopping. Therefore, techniques for understanding and 
quantitatively estimating these phenomena are required for the design 
of structures. Various studies have been conducted to estimate the 
primary design variables (Goyal et al., 2014; Lee and Suh, 2019; Lee 
and Suh, 2020; Etemad-Shahidi et al., 2016; Najafzadeh et al., 2014). 
Herein, we provide examples of applying the ML model for calculating 
the stability number, overtopping rate, wave transmission coefficient, 
and reflection coefficient.

3.3.1 Estimating stability number
Kim and Park (2005) constructed a stability number calculation 

model for rubble-mound breakwater using an ANN. For the input 
variables of the model, seven parameters were applied, including 
porosity (), the number of wave attacks ( ), damage level (), 
structure slope (cos), wave height ( ), wave period ( ), 
dimensionless water depth ( ), and spectral shape (). Moreover, 
the stability number ( ) was set as the output model. The result shows 
that the ML model demonstrated higher accuracy in predicting the 
stability number and damage level compared with the results obtained 
using the conventional empirical formula. Therefore, it can be utilized 
for design purposes.

Yagci et al. (2005) modeled the damage rates of different 
breakwaters using ANN, multiple LR, and fuzzy models. The 
experimental results yielded by the multiple LR model were 
unsatisfactory. However, they reported that the neural network and 
fuzzy model results can be estimated through interpolation for missing 
values.

Etemad–Shahidi and Bonakdar (2009) constructed a stability 
prediction model for rubble-mound breakwater using the M’5 model. 

Five input parameters were applied to the model: porosity (), the 
number of wave attacks ( ), damage level (), surf similarity 
coefficient ( ), and dimensionless water depth ( ). Based on 
comparison, the results obtained showed higher accuracy compared 
with those obtained using the conventional Van der Meer empirical 
equation. A new equation was derived based on the M5’ model, which 
proved to be useful for engineering design.

Based on the experimental data of Van der Meer et al. (1988), Koc et 
al. (2016) suggested a stability number prediction model for 
breakwater using the genetic algorithm. The experiment result showed 
that the genetic algorithm afforded better prediction performance than 
the empirical equation for the stability number.

3.3.2 Estimating overtopping rate 
EurOtop is a representative result of a study that predicted the 

overtopping rate using an ML tool. In the Crest Level Assessment of 
Coastal structures by Full-scale Monitoring, Neural Network 
Prediction, and Hazard Analysis on Permissible Wave Overtopping 
(CLASH) project (De Rouck et al., 2004), an ANN model was 
developed to predict the mean overtopping rate,  (Pullen, 2007).

Van Gent et al. (2007) constructed an ANN-based prediction model 
to estimate the overtopping rates of various coastal structures. A 
database comprising approximately 10,000 mathematical model data 
points obtained from the European CLASH project was used for model 
training. A complexity factor and a reliable factor (RF) were 
introduced to increase data reliability. Data with low reliability or high 
complexity were excluded from training. Subsequently, the remaining 
data were converted to   = 1 m by applying Froude’s law of 
similarity to match with the mathematical model test results. Fig. 5 
describes the parameters used for training. As input variables, 15 
parameters describing wave characteristics (e.g., the significant wave 
height, average period, and wave direction) and factors pertaining to 
the structural shape (e.g., ridge depth, crest width, and slope) were 
applied. The mean overtopping rate () was set as a dependent variable. 
The result suggests that the ANN model is sufficiently applicable for 
modeling the correlation between the input variables related to 
overtopping and the average overtopping rate in coastal structures. 
However, all datasets were applied for training without segmenting the 
dataset in this study, and data with  < 10-6 m3/s/m were excluded from 
training. Therefore, the generalization of the model is likely to be 
difficult.

Subsequently, errors in the CLASH database were corrected, and 
more than 17,000 datasets were expanded through the Innovative 
Technologies for Safer European Coasts in a Changing Climate project 
(Zanuttigh et al., 2014). The calculation for the overtopping rate and 
the estimated results for uncertainty were presented using an ANN 
model. In previous studies, data with  < 10-6 m3/s/m were removed as 
measurement errors by experiment were assumed to have increased. 
However, Zanuttigh et al. (2016) categorized all data into three 
quantitative classifiers and constructed a training and a prediction 
model. The result showed improved prediction accuracy compared 
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with the results of previous studies, and the generalization performance 
was high even for data not used for training.

Den Bieman et al. (2020) and Den Bieman et al. (2021) constructed 
an overtopping rate prediction model using extreme gradient boosting 
(XGBoost)—an ML model. The result shows that the prediction error 
was 2.8 times lower than that of the existing neural network model. 
Moreover, they conducted variable importance analysis via feature 
engineering. The result shows that the XGBoost model can be 
successfully applied as an alternative to the ANN model.

Hosseinzadeh et al. (2021) constructed a mean overtopping rate 
prediction model for an inclined breakwater using GPR and SVR 
models, which are two kernel-based ML models. The result showed 
that the accuracy of the GPR model was higher than that of the 
conventional ANN model and empirical formula. Furthermore, they 
derived an optimal combination of input variables through sensitivity 
analysis and demonstrated that the prediction yielded is more accurate 
than that afforded by the combination of input variables by Van der 
Meer et al. (2018).

3.3.3 Wave trasmission and reflection coefficients
Formentin et al. (2017) proposed a prediction model for the mean 

overtopping rate and wave transmission/reflection coefficients (  and 
 ) using the CLASH database to predict wave–structure interactions. 
An ANN was applied (as an ML model), and 15 nondimensional input 
variables were applied while considering the structural characteristics 
(geometric structure, amplitude, and roughness) and wave attack (wave 
slope and wave direction). Moreover, the overtopping rate, wave 
transmission coefficient, and reflection coefficient were set as output 
variables. The result showed that the ANN model afforded a higher 
prediction accuracy than the existing empirical formula and can be 
useful for design.

Kuntoji et al. (2018) proposed a prediction model for the wave 
transmission rate of underwater breakwaters using SVM and ANN 
models. They developed a model by applying eight input variables, 
including the wave slope (

) and relative reef width. The 
prediction result showed that the SVM model to which the kernel 
function was applied afforded a higher accuracy than the ANN model 
with an coefficient of dtermination () value of 0.984.

Gandomi et al. (2020) estimated the wave transmission and 
reflection coefficients of permeable breakwater structures using a 
genetic algorithm, an ANN, and an SVM. Seven input variables 
including the porosity, relative wave height, and wave slope were 

Fig. 5 Schematic illustration of structure based on CLASH, including geometrical and hydraulic parameters

(a) (b)
Fig. 6 Figure from Kim et al. (2021), who used ML model to predict the wave transmission coefficient. Graphs show the variable importance,

where the x-axis represents the average absolute Shapley values of the input variables throughout the data. (a) SHAP feature importance;
(b) summary plot (feature effects).
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applied as input variables. Moreover, the wave transmission and 
reflection coefficients were set as output variables. The result showed 
that the exponential GPR model performed the best for a correlation 
analysis between experimental and predicted values. They proposed a 
formula for calculating wave transmission and reflection coefficients 
using a Gaussian model.

Kim et al. (2021) constructed an ML model for estimating the wave 
transmission coefficient of low-crested structures using data from a 
mathematical model used in an experiment conducted through the 
DELOS project. They adjusted the hyperparameters via grid search for 
10 ML models such as GBR, AdaBoost, and Gaussian regression, and 
selected an ML model suitable for the data. Seven nondimensional 
input variables such as the relative ridge depth and relative crest width 
were applied as input variables, whereas the wave transmission 
coefficient was set as an output variable. In addition, they analyzed the 
correlation between the input variable and the dependent variable using 
an explanatory AI technique and determined the dominant factor 
affecting the prediction of the wave transmission coefficient. Fig. 6 
shows the variable importance results for each input variable based on 
the dependent variable analyzed using the ML analysis tool. The factor 
related to the ridge depth contributed the most toward the prediction of 
the output variable. This suggests that the reliability of the model 
should be improved through model analysis instead of constructing a 
simple ML model.

3.4 Prediction of Morphological Changes
Studies for further understanding and predicting shoreline 

fluctuations have been actively conducted, owing to the possibility of 
increasing coastal erosion acceleration promoted by climate change 
over the past few decades. The quantitative prediction of coastal 
erosion and restoration is effective for mitigating erosion risks and is 
essential for establishing a strategic beach management plan. 
Therefore, the prediction of beach profile deformation due to waves 
and beach currents is one of the most important tasks in coastal 
engineering. Various factors such as wind and waves, beach slope, tide 
level, sediment particle size, and storm surge frequency can affect 
beach deformation. Various approaches are available for predicting 
changes in the beach profile. Sediment movement, erosion, and 
deposition along a coast are primarily estimated based on empirical 
formulas; however, the corresponding physical mechanism has not 
been fully clarified. Recently, data-based ML models have been 
introduced and used for predicting shoreline fluctuations, barrier 
islands, and sand dune erosion (Yoon et al., 2013; Wilson et al., 2015; 
Passarella et al., 2018).

Hashemi et al. (2010) predicted the seasonal variation characteristics 
of beach profiles using an ANN model based on seven years’ worth of 
beach profile data from 19 stations near Tremadoc Bay. Nine 
parameters were applied as input variables for the model, i.e., the 
minimum wind speed, wind direction, continuous storm frequency, 
storm frequency, significant wave height, significant period, wave, 
beach slope, and wind duration. In addition, they constructed a model 

using 12 output variables, i.e., the elevation of 10 points of each 
cross-sectional profile, the area under each profile curve, and the 
length of the profile. The result showed that the MSE converged to 
0.0007 compared with the observed value, demonstrating the high 
prediction accuracy of the model in estimating beach variability 
characteristics. These study results suggest that the ML model can be a 
more effective tool for predicting changes in the beach profile than the 
mathematical model for the same points, owing to the complexity and 
uncertainty associated with the physical understanding of 
morphological dynamics at the shore. However, the ML model is 
applicable to only previous measurement data; it cannot be applied 
easily to abnormal climates or structures that are not reflected in the 
training data. Therefore, a study combining mathematical models and 
ML is necessary.

Rigos et al. (2016) constructed a model comprising an ANN using 
the feedforward method to predict the beach circulation pattern of a 
coast comprising a reef. The beachrock reef in front of the beach 
increased the complexity of wave actions and nonlinearities. Legendre 
polynomials were applied as an activation function to reflect this 
nonlinearity. Data for training were obtained from long-term 
time-series data for 10 months from January to November 2014 on the 
target coast. Six independent variables were applied as input variables, 
i.e., the ridge depth, structure slopes, structure width, significant wave 
height, and peak wave period. Subsequently, the model was built by 
setting the offshore distance as a dependent variable.

López et al. (2017) predicted the sandbar generated on a coast by 
applying an ANN model. Seven input variables were applied, 
including the wave characteristics, sediment characteristics, and time 
data. A model was constructed to predict the location of the sandbar 
crossing the shore based on six dependent variables at the barrier 
islands’ feature points (start, ridge, and end points). The results showed 
that the error of the neural network model was lower than that of the 
general empirical formula for predicting the characteristics of barrier 
islands.

Montaño et al. (2020) conducted a workshop and contest related to 
the shoreline fluctuation model “Shoreshop,” where participants from 
15 international organizations tested and improved the performance of 
the model for predicting shoreline changes. They presented the result 
of a modeling contest, in which 19 models including the conventional 
numerical model were tested using the data pertaining to the daily 
average shoreline position and beach rotation for approximately 18 
years (between 1999 and 2017) in the target sea, Tairua Beach. The 
result showed that the performance of the ML model was comparable 
to those of conventional numerical models. In fact, the multiyear 
variability at shorelines, which is difficult to simulate using 
conventional numerical models, can be analyzed easily using their 
model. Fig. 7 shows the results of shoreline fluctuations predicted 
using a numerical model, an ML model, and a hybrid model. Shoreline 
fluctuations during extreme events that occurred on a short time scale 
(~monthly) was difficult to reproduce using the general numerical 
model. Meanwhile, the ML model adequately reproduced shoreline 
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fluctuations in extreme events. However, the ability of the ML model 
in predicting the shoreline position deteriorated for the case involving 
data not used for training (2014–2017). Therefore, the ML (inductive) 
and numerical (deductive) models complement each other in 
estimating shoreline fluctuations owing to their different approaches. 
Consequently, the ensemble approach combining the ML and 
numerical models improved the prediction reliability and reduced the 
uncertainty of the model.

4. Conclusions

In this study, we examined waves, tide level and sea level 
fluctuations, design variable estimation, and morphological changes in 
several studies that applied ML in coastal engineering. Based on 
extensive studies, the ML model proved to be a reliable in solving 
problems related to coastal engineering. The ML model can be 
constructed by learning the correlations between the input and output 

Fig. 7 Figure from Montaño et al. (2020), who used ML and numerical model to predict shoreline evolution. Model outputs (see legends)
compared with observations (black): (a) Hybrid models; (b) ML models; (c) HM and ML ensemble; (d) multimodel ensemble; (e)
rotation models; (f) hybrid model ensemble for beach rotation. Dark shadows in ensemble figures represent one standard deviation 
of model prediction. Light shadows represent maxima/minima envelope of model predictions. See Methods section and Supporting
Information for model details.
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variables without basic mathematical and physical understanding 
pertaining to extremely complex interactions and processes associated 
with coastal engineering. However, several factors should be 
considered from the researcher’s perspective to implement such highly 
accurate models, including the following:

(1) Amount of data
A significant amount of training data with various ranges is required 

to construct an ML model. However, the exact amount of data required 
to derive meaningful prediction results remains elusive. Goldstein et al. 
(2019) reported that the performance deteriorates when a significant 
amount of data is applied to a low-complexity model in certain cases. 
These results cannot be generalized to all cases. However, the amount 
of data required for optimal prediction using the empirical knowledge 
of researchers and the method for managing noise in the data must be 
analyzed quantitatively.

(2) Data preprocessing
Actual data were acquired from various sources and processes; 

hence, incomplete data, noise, and inconsistent data that reduce the 
quality of the dataset may be included in the acquired data. Researchers 
must perform appropriate data preprocessing to improve data quality to 
achieve high-performance models. During data preprocessing, the 
model data should be converted into data suitable for the model 
through data cleaning, which replaces missing values or removes noise 
data and outliers. Furthermore, data normalization should be 
performed to reduce dimension and noise by via feature scale 
matching. For example, Zanuttigh et al. (2016) introduced a weight 
factor to the preprocessing process for more than 17,000 data points 
obtained from the CLASH database and reduced the data impurity via 
bootstrap sampling. Furthermore, the range of the dependent variables 
was 10-9<  < 10 but might be underestimated due to error calculation. 
Thus, a study was performed to improve the accuracy of the model by 
converting the dependent variable into log. The reliability and 
accuracy of the model could be further improved through appropriate 
data preprocessing based on the results of previous studies.

(3) Model analysis
An ML model is a black box model with a complex structure. 

Therefore, its intuitive interpretation ability is low for supporting the 
prediction results. To improve the limitations of such black box 
models, explainable artificial intelligence (XAI) is currently being 
conducted. The XAI methodology provides interpretation such that 
humans can understand the results predicted by ML algorithms. The 
model is reliable if the basis on which the model derived the prediction 
results through XAI can be determined. Furthermore, one can 
determine whether the model has been appropriately trained or whether 
the data used for training are appropriate. Kim et al. (2021) analyzed a 
wave transmission coefficient prediction model for low-crested 
structures using the Shapley additive explanation (SHAP). Simple ML 
models should be constructed and reliable model analyses should be 

conducted based on previous results.

(4) Model validation and generalization
ML models generally segregate the data into training and test 

datasets randomly. However, data under extreme conditions or data 
with important information may be excluded from the training process, 
and this possibility should be considered when segregating the data. 
The reliability of the model should be improved through cross- 
validation, such as the k-fold cross validation and leave one out 
cross-validation. Furthermore, the model constructed through 
verification should perform a generalization process using new data 
that have not been used for training. Montaño et al. (2020) presented 
the results of blinding tests on a numerical model and an ML model 
through workshops and competitions pertaining to “Shoreshop,” which 
is a shoreline fluctuation model. The exchange and dissemination of 
knowledge among researchers worldwide should be promoted, and 
problems in coastal engineering should be solved from various angles 
through such modeling contests.

Coastal engineering researchers can obtain new knowledge and 
insights regarding data analysis via ML models. However, the ML 
model is an inductive approach rather than a deductive approach, 
which is the conventional approach used in numerical models. Hence, 
it is difficult to generalize the model based on the range and 
characteristics of the data. For example, in regard to the prediction of 
morphological changes, generalizing all regions based on a single 
model is difficult because the data characteristics of a specific region 
are reflected in the model. Therefore, various problems in the coastal 
engineering field should be solved using an ensemble model that 
combines the conventional numerical model with an ML model, and by 
deriving results that improve prediction performance through a mutual 
complement of their strengths and weaknesses.
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Reference Input variables Output variables ML model Hyper parameter
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4) reef width (w)
5) Significant wave height (Hs)
6) Peak wave period (Tp)

1) The distance from the 
reef top point to the 
shoreline (y)

ANN NHN = 4
AF = Legendre polynomial

López et al. 
(2017)

1) Month of survey profile
2) Steepness corresponding to the maximum wave 
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of the bar (Ys)
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5) Distance from shoreline to 

the final of the bar (Xf)
6) Final point depth (Yf)
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NHN = Number of Hidden Neuron, AF = Activation Function, OP = Optimizer
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ITOC
LHV
Pw
T
V


Increment of total operating cost ($/yr)
Lower heating value (kJ/kg)
Power (kW)
Temperature (K)
Volume (m3)
Density (kg/m3)

1. Introduction

The introduction should briefly place the study in a broad context and highlight why it is important. It should define the purpose of the work and 
its significance. The current state of the research field should be reviewed carefully and key publications cited. Please highlight controversial and 
diverging hypotheses when necessary. Finally, briefly mention the main aim of the work and highlight the principal conclusions. As far as possible, 
please keep the introduction comprehensible to scientists outside your particular field of research.

2. General Information for Authors

2.1 Research and Publication Ethics
Authorship should be limited to those who have made a significant contribution to the conception, design, execution, or interpretation of the 

reported study. All those who have made significant contributions should be listed as co-authors. Where there are others who have participated in 
certain substantive aspects of the research project, they should be acknowledged or listed as contributors.

The corresponding author should ensure that all appropriate co-authors and no inappropriate co-authors are included on the paper, and that all 
co-authors have seen and approved the final version of the paper and have agreed to its submission for publication.

Details on publication ethics are found in the journal's website (http://joet.org/authors/ethics.php). For the policies on research and publication 

Journal of Ocean Engineering and Technology 00(0), 000-000, December, 2100
https://doi.org/10.26748/KSOE.2100.000

pISSN 1225-0767
eISSN 2287-6715

Original Research Article, Technical Article, Review Article, etc

Title of Article

Firstname Lastname 1, Firstname Lastname 2 and Firstname Lastname 3

1Professor, Department of OO, OO School, OO University, Busan, Korea
2Graduate Student, Department of OO, OO University, Seoul, Korea  

3Senior Researcher, Department of OO, OO Engineering. Corp., Seoul, Korea

KEY WORDS: Lumped mass line model, Explicit method, Steel lazy wave riser (provide a maximum of 5 or 6 keywords.)

ABSTRACT: A concise and factual abstract is required. The abstract should state briefly the background, purpose and methods of the research,
the principal results and conclusions. An abstract should be written in around 300 words. References are not cited in abstract whenever possible.
Also, non-standard or uncommon abbreviations should be avoided, but if essential they must be defined at their first mention in the abstract itself.

Received 00 February 2100, revised 00 October 2100, accepted 00 October 2100
Corresponding author Firstname Lastname: +82-51-759-0656, e-mail@e-mail.com
It is a recommended paper from the proceedings of 2019 spring symposium of the Korea Marine Robot Technology (KMRTS). 

ⓒ 2100, The Korean Society of Ocean Engineers
This is an open access article distributed under the terms of the creative commons attribution non-commercial license (http://creativecommons.org/licenses/by-nc/4.0) which permits 
unrestricted non-commercial use, distribution, and reproduction in any medium, provided the original work is properly cited.

1



2 Firstname Lastname

ethics not stated in the Instructions, Guidelines on Good Publication (http://publicationethics.org/) can be applied.

2.2 Requirement for Membership
One of the authors who submits a paper or papers should be member of The Korea Society of Ocean Engineers (KSOE), except a case that editorial 

board provides special admission of submission.

2.3 Publication Type
Article types include scholarly monographs (original research articles), technical articles (technical reports and data), and review articles. The 

paper should have not been submitted to other academic journal. When part or whole of a manuscript was already published to conference papers, 
research reports, and dissertations, then the corresponding author should note it clearly in the manuscript.

Example: It is noted that this paper is revised edition based on proceedings of KAOST 2100 in Jeju.

2.4 Copyright
After published to JOET, the copyright of manuscripts should belong to KSOE. A transfer of copyright (publishing agreement) form can be 

found in submission website (http://www.joet.org).

2.5 Manuscript Submission
Manuscript should be submitted through the on-line submission website (http://www.joet.org). The date that manuscript was received through 

on-line website is the official date of receipt. Other correspondences can be sent by an email to the Editor in Chief or secretariat. The manuscript 
must be accompanied by a signed statement that it has been neither published nor currently submitted for publication elsewhere. The manuscript 
should be written in English or Korean. Ensure that online submission are in a standard word processing format. Corresponding author must write 
the manuscript using the JOET template provided in Hangul or MS Word format.  Ensure that graphics are high-resolution. Be sure all necessary 
files have been uploaded/ attached. 

2.5.1 Authoer’s checklist 
Authoer’s checklist and Transfer of copyright can be found in submission hompage (http:/www.joet.org).

3. Manuscript 

Manuscript must be edited in the following order: (1) Title, (2) Authors' names and affiliations, (3) Keywords, (4) Abstract, (5) Nomenclature 
(optional), (6) Introduction, (7) Main body (analyses, tests, results, and discussions), (8) Conclusions, (9) Conflict of interest (optional), (10) 
Funding (optional), (11) Acknowledgements (optional), (12) References, (13) Appendices (optional), (14) Author’s ORCIDs.

3.1 Unit
Use the international system units(SI). If other units are mentioned, please give their equivalent in SI.

3.2 Equations
All mathematical equations should be clearly printed/typed using well accepted explanation. Superscripts and subscripts should be typed clearly 

above or below the base line. Equation numbers should be given in Arabic numerals enclosed in parentheses on the right-hand margin. The 
parameters used in equation must be defined. They should be cited in the text as, for example, Eq. (1), or Eqs. (1)–(3).

   exp⁄  ≠
expexp⁄  

(1)

in which , ,
 
and  represent the location (“Shift” in figures), scale, and shape parameters, respectively.

3.3 Tables
Tables should be numbered consecutively with Arabic numerals. Each table should be typed on a separate sheet of paper and be fully titled. All 

tables should be referred to in the texts.
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Table 1 Tables should be placed in the main text near to the first time they are cited

Item Buoyancy riser
Segment length1) (m) 370
Outer diameter (m) 1.137
Inner diameter (m) 0.406
Dry weight (kg/m) 697

Bending rigidity (N·m2) 1.66E8
Axial stiffness (N) 7.098E9

Inner flow density (kg·m3) 881
Seabed stiffness (N/m/m2) 6,000

1)Tables may have a footer.

3.4 Figures
Figures should be numbered consecutively with Arabic numerals. Each figure should be fully titled. All the illustrations should be of high 

quality meeting with the publishing requirement with legible symbols and legends. All figures should be referred to in the texts. They should be 
referred to in the text as, for example, Fig. 1, or Figs. 1–3.

(a) Description of what is 
contained in the first panel

(b) Description of what is 
contained in the first panel

Fig. 1 Schemes follow the same formatting. If there are multiple panels, they should be listed as: (a) Description of what is contained in the first 
panel; (b) Description of what is contained in the second panel. Figures should be placed in the main text near to the first time they are cited

3.5 How to Describe the References in Main Texts
All references should be listed at the end of the manuscripts, arranged in order of Alphabet. References in texts follow the American 

Psychological Association (APA)  style. The exemplary form of listed references is as follows:
Single author: (Kim, 1998) or Kim (1998)
Two authors: (Kim and Lee, 2000) or Kim and Lee (2000)
Three or more authors: (Kim et al., 1997) or Kim et al. (1997)
Two or more papers: (Lee, 1995a; Lee, 1995b; Ryu et al., 1998)
Year unknown: (Kim, n.d.) or Kim (n.d.)

4. Results 

This section may be divided by subheadings. It should provide a concise and precise description of the experimental results, their interpretation 
as well as the experimental conclusions that can be drawn. Tables and figures are recommended to present the results more rapidly and easily. Do 
not duplicate the content of a table or a figure with in the Results section. Briefly describe the core results related to the conclusion in the text when 
data are provided in tables or in figures. Supplementary results can be placed in the Appendix.

5. Discussion

Authors should discuss the results and how they can be interpreted in perspective of previous studies and of the working hypotheses. The 
findings and their implications should be discussed in the broadest context possible. Future research directions may also be highlighted
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6. Conclusions

This section can be added to the manuscript.
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